Software Enterprise Risk Detection Model Based on BP Neural Network
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Abstract

With the rapid development of software industry, software enterprises have many problems in risk management, and enterprises are facing a huge crisis. In order to detect the risk of software enterprise, a risk detection model based on BP neural network is proposed in this paper. Firstly, risk analysis and modeling are carried out for the software life cycle process of the enterprise. Then, BP neural network is combined with common software risk items to realize supervised deep learning based on label information in data set. Using the advantage of neural network in automatic selection of original data features, the relationship between these risk items is extracted. Meanwhile, the network model in this paper learns the complex relational rules of the input risk features, to classify the risks. Finally, the proposed combined prediction model is compared with other prediction models. The experimental results show that the risk prediction effect of the proposed algorithm is better, to avoid the loss caused by the risk of software enterprises.

1. Introduction

Software development itself is a highly systematic and complex work. Whether software development can be carried out smoothly is often affected by many factors [1]. From the point of view of practical work, the process of software development work is also accompanied by certain risks. In the process of software development, we often encounter various problems. It can even lead to software development failure if some problems cannot be solved effectively. In view of the above situation, it is necessary to dynamically manage the potential related risks in the process of software development. There are also great differences in the development risks faced by developers at different stages of software development.

At the beginning of computer software project development, we should actively communicate with customers to clarify their basic requirements, function settings, scope of use, etc., to ensure that the designed computer software projects are consistent with the requirements of customers, and then carry out the development of computer software project. Before the development of computer software project, we often neglect the investigation and research on the software project market. Moreover, in real life, there are many kinds of computer software, and the needs of the public are complicated. Customers themselves cannot accurately demand functions of computer software. It is also harder for developers to know what customers really think about computer software projects [2]. Therefore, developers and customers have two understandings of software development. The developed software cannot satisfy customers, which leads to communication conflicts between customers and commissioning companies. In order to solve such problem, the contracting and development company should achieve precise positioning according to the customer's demand for software before the project development and send professionals to conduct in-depth investigation, to ensure the quality of computer software development and develop software to meet the needs of customers. Therefore, computer software project management is of great significance for computer software development and application [3].

With the rapid development of information technology in today's era, the difficulty and complexity of computer software development are relatively high, the scope involved is also relatively wide, and the corresponding workload is...
very large. Nowadays, the development of computer software projects requires the coordination and cooperation of many people. Therefore, in order to complete the task of computer software development, the management of personnel is very important. Ensure that computer software projects remain on schedule and complete tasks at a high level and with high quality, and provide a passionate and positive working environment for staff. Reduce the flow of staff in the computer software development team, and promote the harmonious coexistence of computer software development staff, software project management staff and other departments, for the goal of software engineering development progress and overall quality [4]. In order to better manage the relevant staff of the project, we should establish the corresponding reward and punishment system and promotion system and formulate the corresponding evaluation system. Improving the enthusiasm of staff at multiple levels can not only exercise the staff management team members is mismatched. Therefore, there will be a series of factors affecting the work, such as the difficulty of division of labour among the staff in the development process and the abnormal state of "alternating drought and flood." As a result, the enthusiasm of employees to work decreases and the contradictions among employees increase. It is very easy to rise to the contradiction of the development team, which greatly affects the overall work efficiency and enthusiasm of employees and reduces the process and overall quality of computer software project development. In order to solve the above problems, first, in the early stage of computer software project development, different staff should be assigned to form a team according to the specific situation of the project, to ensure that everyone in the team can give full play to their strengths. Secondly, the company should have a special coordination team department to maximize the realization of even distribution and formulate reasonable working mode, ability, and salary link mode, those who can do more work and those who can earn more and maximize the overall harmony of the development team, to ensure the smooth progress of computer software projects.

After a computer software project is released, it is evaluated synchronously with the number of downloads. Before the development of computer software projects, if there is not enough understanding of software functional requirements and relatively rough market research, it will lead to a lot of differences between software positioning and expected positioning [10]. And the user’s evaluation of the software will also be reduced. Neither the developer of computer software nor the software can be fairly evaluated which greatly hit the enthusiasm of computer software development staff, resulting in lower enthusiasm for work. Do preliminary investigation to ensure accurate positioning of software. To achieve users’ objective evaluation of the software, consolidate the stability of the development team and increase the enthusiasm of the staff to work.

In order to improve the quality of software operation and minimize the dynamic risk of software enterprises, this paper proposes a software enterprise risk detection model based on BP neural network [11].

The innovations and contributions of this paper are listed below.

1. The dynamic risk of software enterprise is detected
2. The loss caused by the risk can be avoided
3. The validity of the proposed model is verified by experiments and analysis

This paper consists of five main parts: the first part is the introduction, the second part is related work, the third part is the proposed software enterprise risk detection model, the fourth part is the experiment and analysis, and the fifth part is the conclusion; besides, there are abstracts and references.

2. Related Work

BP neural network has efficient nonlinear data function mapping approximation function [12]. It is a powerful data
modelling tool that can capture and represent complex input and output relationships.

2.1. Network Initialization. Neural network model is mainly composed of input layer, hidden layer, and output layer. The characteristics of enterprise risk serve as input to the input layer. The hidden layer is used to receive data from the input layer. The relationship between the input layer and hidden layer can be described as input layer neurons for \( x \), the input layer of input for \( x \), input layer neurons to the weights of hidden layer neurons \( y \) for \( M^1_{yx} \), and threshold of hidden layer neurons \( y \) for the \( \theta^1_y \). The expression of the mapping relationship between the output \( B_y \) of the hidden layer neuron \( y \) and the input \( X_x \) of the input layer is shown in

\[
B_y = f \left( \sum M^1_{yx}X_x + \theta^1_y \right),
\]

where \( f(\cdot) \) is the activation function, and Softmax activation function is used in the output process of the output layer, which is set to three units to represent the output enterprise risk characteristic type. Softmax activation function can map the output of multiple neurons to the interval \((0, 1)\) and select the classification with the highest probability as the enterprise risk prediction result.

2.2. Calculation of Output Value. In the BP neural network model, there is a computational linear relationship between layers. After network initialization is complete, appropriate activation functions need to be selected for each layer. The purpose is to obtain as much linear transformation set space of learning input data between each layer in neural network as possible, to make full use of the advantages of multilayer representation. In the network, the hidden layer learns the linear transformation of the input layer data (the middle layer of the network uses ReLU activation function), and ReLU activation function is used for the hidden layer neuron output. When input \( i < 0 \), the output is 0; when \( i > 0 \), the output is 1. The activation function enables the neural network to converge faster, and the calculation formula is shown in

\[
\phi(i) = \max(0, i).
\]

According to the output \( B_y \) of hidden layer neuron \( y \), the weight \( M^2_y \) from hidden layer neuron \( y \) to output layer, and the threshold \( \theta^2 \) of output layer, the output value \( J_{\text{pred}} \) (enterprise risk prediction value) of output layer can be obtained. The expression is shown in

\[
J_{\text{pred}} = f \left( \sum M^2_y \cdot B_y + \theta^2 \right).
\]

2.3. Model Training. In order to make BP neural network predict enterprise risk reliably, it must be trained properly. In the training process, BP neural network algorithm uses gradient descent method to find the optimal solution [13]. Between the output layer and the hidden layer, the error value is segmented according to the weight ratio, and the specific error value related to each link is calculated. By reorganizing these error values to the error values associated with the neuron nodes of the hidden layer, these error values are again segmented according to the weight between the input layer and the hidden layer to complete the back propagation of the error. Among them, the most important step is to update the weight value and threshold value between layers, and the updating rule expression is shown in

\[
M^2_y = M^2_y + \alpha \cdot (J_{\text{pred}} - J_{\text{real}}) \cdot J_{\text{pred}} \cdot (1 - J_{\text{pred}}) \cdot B_y,
\]

\[
\theta^2 = \theta^2 + \beta \cdot (J_{\text{pred}} - J_{\text{real}}) \cdot J_{\text{real}} \cdot (1 - J_{\text{pred}}),
\]

\[
M^1_{yx} = M^1_{yx} + \alpha \cdot (J_{\text{pred}} - J_{\text{real}}) \cdot M^2_y \cdot B_y \cdot (1 - B_y) \cdot X_x,
\]

\[
\theta^1_y = \theta^1_y + \beta \cdot (J_{\text{pred}} - J_{\text{real}}) \cdot M^2_y \cdot B_y \cdot (1 - B_y),
\]

where \( \alpha \) and \( \beta \) are the learning rate. In the training process, the target output of BP neural network needs to be obtained. \( J_{\text{real}} \) is the true value of enterprise risk, which is output as the final target. If the error between the target output \( J_{\text{real}} \) and the predicted target \( J_{\text{pred}} \) is less than the currently set threshold, or the number of training iterations reaches the preset threshold, the model training will be completed.

3. The Software Enterprise Risk Detection Model Proposed in This Paper

3.1. Risks in the Software Development Cycle. This paper constructs a three-dimensional model (process dimension, time dimension, and logic dimension) to manage software risk.

3.1.1. Software Process Dimension. From the perspective of project management, risk identification is based on contract, project plan, work task breakdown WBS, various historical reference materials (like project information), various assumptions, preconditions, and constraints of the project [14]. From the perspective of the software development life cycle, the outputs of each stage (various documents) are the basis for risk identification in the next stage, and many technical risks can be analysed accordingly.

The process-oriented risk management model of the project is based on the process area model of CMMI. Software risk identification is based on process areas. The component model parts of a process area in the CMMI standard are shown in figure. It is a set of related practices within a domain. If the risks in these practices are all under control, the purpose of effective risk management in this process area can be achieved. Therefore, to focus on process risk is to focus on the risk of each subprocess in the process area.

In these subprocesses, the risk of common practices can be viewed as a consideration of common problems in each process area. Proprietary practices require the establishment of risk lists for each proprietary practice.

The activity of the risk identification process is to transform project implementation uncertainty into explicit risk
statements. The key of this process is to identify risks systematically, not only to determine the source of risks but also to determine when they occur and the conditions under which they occur. Describe the process risk characteristics and determine which risk events are likely to affect the project. The project risk identification is process-oriented, based on process areas, key practices, and subpractices. Based on the software process-oriented metrics, the first, second, and third level metrics are taken as the basic risk metrics. Risk identification is not a one-time activity and should be carried out regularly throughout the project execution.

3.1.2. Logical Dimensions. Logical dimension refers to the logical thinking process of analysing and solving problems. Software projects are faced with many complicated risk factors. And the risk levels and the interrelationships among all kinds of risks are complicated, resulting in the objectivity and diversity of project risks. Any measures taken to control project risks will bring positive and negative impacts to the project. (1) Risk control measures can reduce the impact of risks on project cost and time limit. (2) Risk control actions require additional costs and time. These effects depend not only on whether managers act but also on the intensity and timing of risk control measures. Therefore, the risk management of software projects should aim at minimizing the total cost and duration of the project and decide whether and when to take a risk control measure according to the analysis of risk factors and the risk acceptance criteria of the subject. The risk is controlled in an acceptable and reasonable range, rather than blindly take measures to control all risks in the project.

Software risk management refers to the general steps used in risk management of software projects. As mentioned above, we adopted the common 5 steps of risk management in this project: risk identification, risk assessment, risk sequencing, risk mitigation, and risk supervision [15].

3.1.3. Time Dimension. The time dimension selects the basic activities in the software development process in ISO/IEC 18019 and organizes these activities according to the software life cycle time sequence.

The three-dimensional structure model of software process risk management in the whole life cycle aims to improve the ability of risk response and decision-making. Identify and manage risks throughout a software project and provide a holistic response to multiple risks to improve capital allocation capabilities in an effective assessment of overall project requirements.

According to the characteristics of the project, the time dimension can be divided into different stages. In each life cycle stage, the project risk is integrated with knowledge dimension according to logical dimension order and stage characteristics.

3.2. Risk Detection Model Based on BP Neural Network. In the process of enterprise risk detection by machine learning algorithm, the data set contains only one type of enterprise risk, which cannot reflect the actual problems existing in the software design process. This paper proposes an enterprise risk detection method based on BP neural network and classifies enterprise risks.

The use of neural network to detect enterprise risk is to take the vector form composed of measure feature information and label information as the input of neural network input layer and get features through the network and input them into the neural network classifier of objective function for training. The expected output of the classifier is the label of the sample. After several iterations of training, the trained neural network classifier can be obtained. Figure 1 shows the flow of the enterprise risk detection method in this paper.

3.2.1. Data Set Preprocessing. In the preprocessing of the data set, enterprise risk instances, measurement features, and labels need to be extracted. Due to the different results of measurement feature extraction by different researchers, this paper mainly extracts enterprise risk measurement features according to the following measures. The specific steps of extracting measurement features, enterprise risk instances, and labels are as follows:

Step 1. Use the automatic enterprise risk detection tool to detect enterprise risks, extract enterprise risk instances, and label them to generate labels.

Step 2. Calculate the measurement features of an enterprise risk instance and an enterprise risk instance. A sequence of floating-point numbers is used to encode the measure characteristics of enterprise risk and enterprise risk free instances, where 0 indicates that a measurement feature is not a factor affecting enterprise risk, and the pure decimal value indicates that a measurement feature is a factor affecting enterprise risk.

Step 3. Combine the measurement features and labels in Step 1 and Step 2 to generate two data sets at the method level and class level to form a training set.

The concrete realization process of using metric features and labels to form training sets is as follows:

The obtained metric features are combined with label information, and the metric features and label information are converted into vector representation \((w_{11}, w_{12}, ..., u_t)\). \(W\) represents metric features and \(U\) represents labels. After the merger, the structure of the two enterprise risk training sets is as follows: each row represents the enterprise risk instance, each column represents the measure feature, and the last column represents the label information, thus forming a matrix data \(W\).

\[
W = \begin{bmatrix}
w_{11} & w_{12} & \cdots & u_{1t} \\
w_{21} & w_{22} & \cdots & u_{2t} \\
\vdots & \vdots & \ddots & \vdots \\
w_{zt1} & w_{zt2} & \cdots & u_{zt}
\end{bmatrix}
\] (8)

3.2.2. Design of Neural Network Model. On the basis of electromyography (EMG) signal, artificial neural network is
used to detect different predefined hand movements (up, down, left, and right). The designed network can successfully recognize hand movements. The convolution neural network and long-term and short-term memory neural network are combined to detect the defects of user camouflage intrusion mode [16]. The detection effect is better than the benchmark system, which verifies the effectiveness of this method. Neural network has advantages in classification and BP neural network model can be used to predict enterprise risk. The structure of BP neural network model is shown in Figure 2.

After preprocessing the data set, the data set is input into the neural network model, and the specific steps of enterprise risk detection are as follows:

The input refers to the labelled enterprise risk matrix data sample M and the output refers to the enterprise risk category.

**Step 1.** Establish a neural network classifier model, and the constructed neural network structure adopts the fully connected form. Layer 1 is an input layer and layer 2 is a hidden layer. The final layer of the network is the output layer. The output layer takes the Softmax function and outputs the categories of enterprise risks.

**Step 2.** Take the matrix data M of enterprise risk measurement features after data set preprocessing as the input of the input layer. Label information is represented as $J_{\text{real}}$ as the network output benchmark, and the output value of the output layer is represented as $J_{\text{pred}}$. If the error between $J_{\text{real}}$ and $J_{\text{pred}}$ is less than the currently set threshold or the number of training iterations reaches the threshold, the neural network training for enterprise risk prediction output

![Diagram](image-url)
will be completed; otherwise, the neural network input layer will be returned for model training.

Step 3. Take the enterprise risk open data set as the benchmark enterprise risk test set, and merge and transform the test data in vector form according to the method described in the data set preprocessing. Input the test set into the trained neural network model, and the model automatically outputs the predicted enterprise risk category.

4. Experiment and Analysis

In this study, the financial affairs of 158 enterprises were collected and sorted out, and the enterprises that were dealt with due to financial anomalies were set as dangerous enterprises. The data were combined to form a sample set, and the prediction was made based on the data of 2019 by using the model. At the same time, the prediction index system adopted in this study is summarized based on the prediction variables commonly used by the company at present, and some factors are input into the overall structure of the model. As the literature [17] model and literature [18] model are also relatively common prediction models with good prediction effects, therefore, the model proposed in this study is compared and analysed with the literature [17] model and literature [18] model to verify the advantages and disadvantages of different models.

4.1. Time Efficiency. Among the input factors of the model, the actual situation, profit situation, operation situation, and growth situation have a strong relationship with time efficiency. The time efficiency of prediction is fast, and the overall situation of enterprise risk can be timely understood, so that enterprises can quickly make risk prevention and control measures. Therefore, in time efficiency analysis, the input of prediction model is mainly based on these four factors.

During the experiment, the enterprise risk data were grouped into 10 groups, and the test data were used to compare and analyse the time spent by the three models in predicting enterprise risk crisis, as shown in Table 1 and Figure 3.

According to the experimental results, the execution efficiency of the proposed model is high, which can improve the execution efficiency of the algorithm to a certain extent.

4.2. Prediction Accuracy. Losses and accuracy on samples need to be monitored during training and testing. Accuracy, F1 value, and AUC value were used to evaluate the classification performance of the neural network model. The specific calculation formulas of accuracy and F1 value are shown in Table 1.

<table>
<thead>
<tr>
<th>Data group</th>
<th>Literature [17] model (%)</th>
<th>Literature [18] model (%)</th>
<th>Proposed model</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.69</td>
<td>0.66</td>
<td>0.76</td>
</tr>
<tr>
<td>2</td>
<td>0.74</td>
<td>0.75</td>
<td>0.83</td>
</tr>
<tr>
<td>3</td>
<td>0.88</td>
<td>0.85</td>
<td>0.91</td>
</tr>
<tr>
<td>4</td>
<td>0.76</td>
<td>0.83</td>
<td>0.93</td>
</tr>
<tr>
<td>5</td>
<td>0.66</td>
<td>0.71</td>
<td>0.88</td>
</tr>
<tr>
<td>6</td>
<td>0.73</td>
<td>0.72</td>
<td>0.8</td>
</tr>
<tr>
<td>7</td>
<td>0.78</td>
<td>0.73</td>
<td>0.79</td>
</tr>
<tr>
<td>8</td>
<td>0.82</td>
<td>0.83</td>
<td>0.88</td>
</tr>
<tr>
<td>9</td>
<td>0.84</td>
<td>0.77</td>
<td>0.91</td>
</tr>
<tr>
<td>10</td>
<td>0.59</td>
<td>0.51</td>
<td>0.77</td>
</tr>
</tbody>
</table>

Through the in-depth analysis of the method proposed in this study, the prediction model of enterprise risk portfolio based on BP neural network has certain advantages.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \times 100\%, \quad (9)
\]
\[
\text{Precision} = \frac{TP}{TP + FP} \times 100\%, \quad (10)
\]
\[
\text{Recall} = \frac{TP}{TP + FN} \times 100\%, \quad (11)
\]
\[
F1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \times 100\%, \quad (12)
\]

where TP represents the positive sample class, TN represents the negative sample class, FP is the number of correct samples classified into incorrect samples, and FN is the number of correct samples classified into incorrect samples.

F1 value can be regarded as a weighted average of model accuracy and recall rate, and its value ranges from 0 to 1. In the classification task, both accuracy and recall rates are expected to be very high, but in practice, they are impossible to achieve. Therefore, you need to strike a balance between the two. The value of F1 can be regarded as this equilibrium point. The higher the F1 value is, the higher the accuracy and recall rate are and the balance is achieved.

The AUC value is defined as the area under the ROC curve, which is not affected by the threshold. As numeric types, classifiers with higher AUC values work better.

Through the in-depth analysis of the method proposed in this study, the prediction model of enterprise risk portfolio based on BP neural network has certain advantages.
However, as the actual situation of enterprise risk is changeable, the test of the actual effect of the model needs continuous research. Subsequently, the input parameters of the model can be constantly adjusted to test the reliability of the model according to the changes in the actual situation of enterprise risk.

The experiment analyses the enterprise risk detection results of the enterprise risk detection method based on BP neural network and machine learning algorithm on the same data set from the following three aspects.

The effect of different types of enterprise risks on neural network classifier is included in the data set. In order to explore the influence of different types of enterprise risk in the data set on the detection effect of neural network classifier, enterprise risk data sets at method level and class level were used as the classification input of neural network, respectively. The accuracy, F1 value, and AUC value of each detection method in different data sets are shown in Table 2.

Experimental results show that the accuracy of the proposed method reaches 95.08% in the case of different risk types in data sets. The F1 value reached 94.19%, and there was no significant difference in AUC value compared with other detection methods. However, it is superior to other detection methods in overall classification effect. Taking J48 method as an example, the accuracy of the proposed method is improved by 13.01%, and the F1 value is improved by 35.41%. Compared with Deodorant, a measurement and rule-based corporate risk detection tool, the method improved accuracy by 20.71% and F1 values by 82.1%. Combining machine learning-based corporate risk detection with measure-based corporate risk detection tool Deodorant, the paper’s approach improves overall average accuracy by 21.25% and average F1 value by 61.65%.

Among the input factors of the model, the actual situation, growth situation, and cash flow have a strong relationship with the security of software enterprise risk. Because of the confidentiality of enterprise risk data, the model should minimize the occurrence of security problems. Therefore, the predictive model input can be made from these three factors in security analysis.

During the experiment, the enterprise risk data were grouped into 10 groups, and the problems of the three models were compared and analysed by using the test data. These are shown in Table 3 and Figure 4.

According to the experimental results, the model proposed in this study has fewer security problems in the process of prediction and has better performance than other

---

**Table 2: Test results of data class data set.**

<table>
<thead>
<tr>
<th>Detection method</th>
<th>Accuracy (%)</th>
<th>F1 value (%)</th>
<th>AUC value (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>J48</td>
<td>82.70</td>
<td>58.78</td>
<td>1.44</td>
</tr>
<tr>
<td>Random forest</td>
<td>72.21</td>
<td>11.11</td>
<td>1.39</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>66.04</td>
<td>48.18</td>
<td>1.42</td>
</tr>
<tr>
<td>JDeodorant</td>
<td>74.37</td>
<td>12.09</td>
<td>1.32</td>
</tr>
<tr>
<td>Proposed method</td>
<td>95.08</td>
<td>94.19</td>
<td>1.51</td>
</tr>
</tbody>
</table>

**Table 3: Security analysis table.**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

---
models. And it can reduce the occurrence of security problems to a certain extent.

5. Conclusions

In order to predict software enterprise risk more accurately and reduce enterprise loss, this paper proposes a method of enterprise risk detection based on BP neural network. In order to analyse the enterprise risk, firstly, the risk of the enterprise is modelled from the three dimensions of process dimension, time dimension, and logic dimension. As the input information of neural network, BP neural network is combined with common software risk items to extract the relationship between these risk items. Learn the complex relationship rules of input risk characteristics, to classify risks. Experimental results show that the risk prediction effect of the proposed algorithm is better than other comparison algorithms in terms of timeliness, accuracy, and security. However, in the actual risk detection, there is a great imbalance between the number of positive samples and the number of negative samples in the relevant data set collected, which affects the accuracy of the prediction results. Therefore, the next step is to detect risks based on generative adversarial neural network to solve the problem of unbalanced positive and negative samples in the data set.
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