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Processing of graphics is the intermediate stage of an animated film. The adequacy of the preproduction preparation often
requires the creators to repeatedly discuss a series of issues such as the story of the script, the structure of the play, the style of
the art design and the setting of the scenes, the shape of the characters, and the style of the music. The study of the process of
3D animation graphics enhancing effect optimization can effectively improve the visual effect of images. The optimization of
the effect of authenticity of 3D animation graphics requires the optimization of lighting of animation graphics, and the
optimization of texture processing of images by extending the shadow map method to complete the optimization of the effect
of authenticity of animation graphics. Image enhancement is a very important branch in the field of digital processing of
graphics. It is a method of making some transformations to the information or data of an image by some strategy to make the
region of interest more prominent in the image while suppressing the secondary information that does not need to be
enhanced, with the ultimate goal of making the image conform to the visual response characteristics. It is in this context that
this paper proposes to build a process of graphics simulation platform to simulate and analyze the effect of process of 3D
animation graphics enhancing. The experimental results show that the enhancement of graphics reduces the running time by
16.5 s and 14.3 s compared to the CDD and FMM algorithms, respectively, and that the MSE and PSNR are both improved,
indicating that the enhancement of graphics effectively improves the restoration effect while running quickly. Therefore, it is
confirmed that the process of 3D animation graphics enhancing effect has a good balance to obtain a more desirable animation
in 3D enhancement effect.

1. Introduction

The continuous development of computer technology has
led to an increasing ability to process graphics in different
forms, which has led to a propulsive development of pro-
cessing of graphics technology [1]. The process of 3D anima-
tion graphics enhancing effect technology is processing of
graphics is one of the key technologies in processing of
graphics [2]. 3D animation images are made by computer
3D technology, and the optimization of its realism effect is
the realistic and delicate reproduction of lighting and atmo-
sphere range, etc., for the goal of 3D animation software
development [3]. China’s animation industry is lagging
behind and still needs to be developed more vigorously,
especially to pay attention to the construction of such basic

disciplines as digital processing of graphics, computer
graphics, and computer vision [4]. Animation in 3D’s image
key frame feature point matching refers to the matching of
animation images between the same targets according to
the target information; in the same scene, the key frames
of animation in 3D images establish the visual correlation
process [5]. Therefore, Chinese animation in 3D technology
is not able to meet the market demand, and the backward-
ness of animation production technology is the key factor
to limit the quantity and quality of Chinese animation
products.

The two most promising industries in this century are
the information industry and the cultural industry. As one
of the complexes of information and culture, animation
industry is playing an increasingly important role [6]. In
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the information acquired by human beings, visual informa-
tion accounts for about 65%, auditory information accounts
for about 15%, and other information such as taste informa-
tion and tactile information adds up to about 20%, while
images are the main source of visual information [7]. Digital
processing of graphics technology has played a great role in
allowing humans to understand the world more objectively
and accurately [8]. A large and growing number of
researchers have been devoted to this field to explore and
understand the unknown world together [9]. It uses com-
puters to perform a series of operations on digital images
in order to obtain certain desired results [10]. Image
enhancement techniques are often used to improve the qual-
ity of images when they are processed [11]. Human under-
standing and utilization of images are still at a low level,
and more and more in-depth research is needed on the pro-
cessing of graphics techniques and even on the definition of
images itself [12].

The traditional adaptive-based process of 3D animation
graphics enhancing has the problem of poor visual effect of
enhancement [13]. In order to improve the visual effect of
process of 3D animation graphics enhancing effect and
obtain clearer feature information, the process of 3D anima-
tion graphics enhancing has received extensive attention and
research [14]. The rotation difference between the animation
images affects the accurate matching of image key frame fea-
tures, and the feature points of the animation images need to
be extracted stably. Making the image free from noise inter-
ference and with clear contours, animation in 3D image key
frame feature matching method is the development trend
and mainstream direction of image matching methods
[15]. Therefore, in this context, this topic is to study the pro-
cess of 3D animation graphics enhancing in the field of dig-
ital processing of graphics and computer graphics, which has
good practical significance and economic value.

The innovative points of this paper are as follows.

(1) Combining the graphic enhancing process with ani-
mation in 3D and using the advantage of wavelets in
denoising to compensate for the defects of tradi-
tional enhanced images, the method of key frame
feature point extraction is elaborated

(2) Based on the previous research, we continue to
improve the process of graphics simulation. The
mathematical relationship between the variance of
Gaussian function and the maximum value of Lee’s
exponent and wavelet transform at different scales
is directly introduced to construct a simulation plat-
form for the process of graphics

(3) The simulation of the graphic enhancing process of
animation is analyzed, and the noise phenomenon
that often occurs in the enhanced image is also ana-
lyzed, and effective solutions are proposed

The full text includes the following five main aspects.
The first part of this paper introduces the background

and significance of the research, the process of 3D animation
graphics enhancing piano note recognition algorithm and

piano teaching model, and the work related to graphic
enhancing process. The third part of this paper introduces
the key frame feature extraction of animation in 3D image
and the process of 3D animation graphics enhancing
method, so that the readers of this paper can have a more
comprehensive understanding of the process of 3D anima-
tion graphics enhancing idea. The fourth part is the core of
the thesis, which describes the design and analysis of the
process of graphics simulation platform from two aspects:
the general architecture analysis of the process of graphics
simulation platform and the simulation analysis of the
graphic enhancing process of animation. The last part of
the thesis is the summary of the whole work.

2. Related Work

2.1. Process of 3D Animation Graphics Enhancing. The pur-
pose of the process of 3D animation graphics enhancing is to
improve the visualization of feature information, increase
clarity, and at the same time convert feature information
into a form more suitable for human vision or computer sys-
tem analysis and processing.

Zhang proposed a real-time robust matching algorithm
based on dynamic frame feature points for determining the
edges of an animated image, and the anchor points of feature
points were detected in the region, and the symmetric
matching distance of the image was determined by calculat-
ing their anchor points to determine the orientation of the
feature points [16]. Wang et al. applied cloud data to texture
optimization of object surfaces. The unit quaternion method
was used to solve for the orientation elements of the image
to achieve texture optimality and compensate for the
occluded area [17]. Chambers et al. used a new frame feature
point matching algorithm based on FPGA technology to
extract from edge feature points and then perform edge fea-
ture point matching by computing feature descriptors [18].
Ancuti et al. used the 3D graphics software 3 ds MAX to
model that the effect of ABAQUS simulation model was
optimized. Using three self-developed 3 ds MAX function
plug-ins, a large number of animated models in TRML for-
mat were bootstrapped and the corresponding animated
models were created [19]. Mohammadi and Guise proposed
a key frame feature point matching algorithm for motion
images based on center surround filtering, used the feature
points of the image, constructed the description operator
of the feature points, calculated the distance of the key
frame, and analyzed the scale of the animated image and
matched the adopted feature points with the selected feature
points [20].

As an industrial development, it is necessary to invest
more material and human resources in the production of
animation in 3D to develop a wider market and create more
economic benefits. The main method is to rely on scientific
and technological progress, and establish a set of perfect pro-
cess of 3D animation graphics enhancing methods to adapt
to their own national conditions, reduce production costs,
and improve production efficiency, so that the relationship
between production and the market into a virtuous circle.
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2.2. Graphic Enhancing Process. Image is a kind of informa-
tion, and it is the most informative form of information. The
images obtained from nature are generally processed to meet
human needs and have greater scientific and practical value,
so the technology of processing of graphics has emerged.
Although Chinese animation has achieved brilliant achieve-
ments, its production is mostly based on traditional two-
dimensional animation technology, while at this stage, the
emerging computer 3D technology has become the main-
stream of animation production. The research on animation
in 3D image key frame feature point matching has become
the focus of attention by domestic and foreign scholars.

Yao et al. pointed out that the three most used processing
methods internationally are transformation-based graphics
processing framework, partial differential equation-based
graphics processing framework, and statistical-based graphics
processing architecture [21]. Chen et al. proposed a fuzzy non-
linear regression-based image enhancement algorithm and
applied it to noise reduction and edge enhancement of
remotely sensed images [22]. The Retinex algorithm proposed
by Pambudi et al. is based on a random path, which is a fixed
target pixel point with a randomly selected path from the start
point to the end point and then calculates the contrast between
the brightness and luminance of the adjusted neighboring
pixel values to obtain a reflected image [23]. Kim et al. make
full use of the advantages of fuzzy in dealing with the uncer-
tainty problem and solving the edge detection problem of
color images affected by collision noise [24]. Zhang et al. pro-
posed the McCann99 Retinex model, which is a pyramid
model that segments the image into multiple layers and then
computes the final result by stratification [25].

The development of electronic entertainment industry
has led animation to stand out gradually due to its interac-
tivity and diversity. As one of the main ways of human-
computer interaction, animation has become a new industry
and has received wide attention. Enhancement of the image
is based on the blurring of the image using a variety of spe-
cial techniques to highlight certain information in the image
and weaken or eliminate irrelevant information to achieve
the purpose of emphasizing the overall or local characteris-
tics of the image. The process of 3D animation graphics
enhancing effect simulation, which is the soul of animation,
has become an urgent problem to be solved.

3. Ideas for 3D Animation Graphics
Enhancement Process

3.1. Feature Point Extraction of Animation in 3D Image Key
Frame. The rapid development of computer and digital
communication technologies, especially the rise of network
and multimedia technologies, has led to a dramatic increase
in the amount of image data, which has brought enormous
pressure on the storage and transmission of images [26].
Therefore, the key frame feature point extraction of image
data is becoming more and more important. From the point
of view of image quality evaluation, the main purpose of
image enhancement is to improve image intelligibility,
which is different from another image improvement tech-
nique and image restoration, which requires restoring the

original image as much as possible and improving the image
fidelity [27]. For different researchers, the focus of process-
ing of graphics research must be different; therefore, the pro-
cess of the graphics simulation platform we designed must
have the ability to extend the functionality based on the inte-
gration of the basic common process of graphics functions.
Animation in 3D production is different from the traditional
real movie or 2D animation movie, which needs to use the
computer to create a virtual but real world; the specific pro-
cess is shown in Figure 1.

First, the Gaussian difference function of the animation
in 3D image is derived to obtain the maximum and mini-
mum eigenvalues of the animated image. The eigenvalues
of the image are used to analyze whether the edge points
of the key frame feature points of the animation in 3D image
are stable or not. The noise-removed image is transferred to
the computer by the image acquisition card, and the image is
processed by the processes of preprocessing, character seg-
mentation, character training, and character recognition to
obtain the segmentation results. The segmentation can be
expressed by the following equation:

g x, yð Þ =
1, if f x, yð Þ ≥ Tð Þ,
0, if f xð Þ < Tð Þ,

(
ð1Þ

where T is the effect of image segmentation.
Each pixel in the animated character texture corresponds

to the four byte space, and the RGB values and transparency
values of the red, green, and blue color components of that
pixel point are stored in turn [28]. The realism effect is opti-
mized by mapping the animated character data into the vir-
tual canvas texture by traversing the rendering points.
According to the idea of the design content, the schematic
structure of process of 3D animation graphics enhancing is
given as shown in Figure 2.

It can be said that the tasks in the preplanning of the ani-
mation, the art department, and the technical department
should fall within the work tasks of the plot environment
setting [29]. Usually, a video sequence of animation effect
can be realized by outputting frames per second, so the
images processed by the stereoscopic animation module
are outputted at one frame per second. The image is output-
ted after the exaggerated deformation module, so that the
animation in 3D effect is achieved by successive output of
the processed image. The gray levels of the original image
are listed, and the total number of occurrences of each gray
level is calculated. The histogram of the original image is cal-
culated according to the following formula:

p rið Þ = ni
N

i = 0, 1:2,⋯, 300ð Þ, ð2Þ

where pðriÞ is the probability of gray level occurrence, ri
is the grayscale, N is the total number of original image
pixels, and ni is the total number of gray level occurrences.

Second, according to the animation image key frames,
the vector direction of the image feature points can be lim-
ited, and the image weights need to be calculated before
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the matching calculation of the animation in 3D image key
frame feature points. It contains both the basic elements
needed for script creation and the plot settings that reflect
the central idea and main values of the work [30]. Third,
training models based on sample data.(A new paragraph).
This process requires the creation of two models, a statistical
shape model and a local texture model. The shape model is
used to reflect the two-dimensional shape variation pattern
of the target object image, and the local texture model is used
to reflect the grayscale variation pattern of the local area of
the feature points [31]. The image size is assumed to be M
×N , and the images before and after restoration are denoted
by I0ðx, yÞ and I1ðx, yÞ, respectively, and ðx, yÞ denotes the
pixel coordinates. The mathematical expression of peak
signal-to-noise ratio PSNR is

PSNR = 10 × lg 2552
MSE : ð3Þ

The mathematical expression of SNR is

SNR = 10 × lg
∑M

x=1∑
N
y=1I0 x, yð Þ2

∑M
x=1∑

N
y=1 I0 x, yð Þ − I1 x, yð Þ½ �2

" #
: ð4Þ

The mathematical expression of mean square error MSE
is

MSE =
∑M

x=1∑
N
y=1 I0 x, yð Þ − I1 x, yð Þ½ �

M ×N
: ð5Þ

Finally, set the threshold value to adjust it, calculate the
gradient size and direction of the animation image feature
points, get the direction parameter of the feature points,
and combine with the Gaussian difference function of the
image to complete the extraction of the animation in 3D
image feature points. The important thing in the preplan-
ning stage is in the planning perspective, only as a macro

Character animation

Role lighting

Edit

Final synthesis

Dubbing synthesis

Specially good effect

Image planning

Two-dimensional
background

Figure 1: 3D animation production process.
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Figure 2: Process of 3D animation graphics enhancing.
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arrangement of plot elements of the overall project and not
into the specific plot and event development of each episode,
not to mention the need to come up with specific character
dialogues and scenes fine. In the search process, the initial
positioning is performed first, and the local texture model
information is used to match and get the best position of
each feature point, then the shape model is used to constrain
the overall shape, and then similar transformation and align-
ment are performed, so that the repeated cycle is iterated to
the best matching effect, thus completing the positioning of
feature points. There are a lot of correlations between adja-
cent pixels within an image and between adjacent images
in the video sequence of adjacent rows, which form a large
amount of redundant information, temporal redundancy,
and spatial redundancy, and there are also information full
redundancy, structural redundancy, knowledge redundancy,
and visual redundancy in the image data. Therefore, by
removing these redundant information, we can achieve the
purpose of reducing the data volume of images.

3.2. The Method of the Process of 3D Animation Graphics
Enhancing. In the enhancement of the animation in 3D fea-
ture information, it is necessary to equalize the animation in
3D feature information using the global histogram equaliza-
tion algorithm and the local histogram equalization algo-
rithm. Each pixel point of the output image is uniquely
determined by each pixel point of the input image through
the mapping function. Therefore, the process of 3D anima-
tion graphics enhancing is particularly important. The image
enhancement methods can be broadly classified into two
categories: one is frequency domain processing and the
other is space domain processing. The specific classification
is shown in Figure 3.

The first step is to preprocess the animation in 3D fea-
ture information by value domain filtering and spatial
domain filtering and then calculate the discrete form of
bilateral filtering of the animation in 3D feature information

to obtain the Gaussian kernel function of the animation in
3D feature information. When using wavelet transform-
based iterative recovery algorithm to recover the image, the
algorithm requires more transform operations, which is
more demanding for computer memory space. Therefore,
the optimal fusion estimation error square is obtained as

p0 = ATP�A = e�TP−1e
� �−1, ð6Þ

where �A is the average weighting matrix and AT is the
weighted matrix.

Then, the feature description operator of the animation
image area is calculated using the conditions such as pixel
point and gray value of the image. The art designer designs
and establishes the art style based on the script and director’s
requirements and designs and completes the main scene and
main scene color samples, as well as the color designation of
character shapes and character models. By calculating the
center of mass position of each color grouping, the pixel
position information is incorporated to make the tracking
more accurate and fast. Calculate the center of mass of each
color unit i:

Kn
i =

∑nh
i=1δ b Xið Þ − u½ �Xi

∑nh
i=1δ b Xið Þ − u½ � , ð7Þ

where n is the frame image, Xi is the pixel position in the
target area, μ is the histogram color value, and bðXiÞ is the
color value of pixel.

In various realistic game scenes, if the facial information
of the characters in the game is replaced with the user’s own
facial information and the facial expressions and avatar
structure are exaggerated appropriately, it will make the cre-
ation of this game more realistic and humorous, add more
interesting effects, make the user can be immersed in this
pleasant game process, and realize the entertainment effect

Image enhancement

Orgchart Orgchart

Frequency domain
algorithm

Homomorphic
filtering

High pass filtering

Low-pass filter

Bandstop filtering

Spatial domain
algorithm

Point operation

Gray scale
correction

Image smoothing
and sharpening

Domain
enhancement

Figure 3: Classification of image enhancement methods.
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of this game. So the sequential iterative recursive computa-
tion of the Kalman filter basic equation is carried out, so that
the optimal estimate of the state at the moment of interest k
can be calculated. The weighted least squares estimation
expression is

x = argmin 1
N

Z − CXð ÞTW Z − C�X
� �

, ð8Þ

where W is the weighted matrix.
The next step is to eliminate the noise contained in the

animation in 3D feature information based on the results
of Gaussian kernel function calculation. The weighted vector
structure of the key frame of the animation image is ana-
lyzed according to the vector direction and distance of the
key feature points of the animation in 3D image. The
weights of the image and the matching weights of the image
key frames are calculated to get the key frame coordinates of
the animation image, and the first and last feature points of
the image key frames are calculated. In general, the block to
be repaired with high confidence value should be repaired
first so that the repair process is more reliable, and the con-
fidence degree is defined as

C pð Þ =
∑q∈ψp∩φ

C qð Þ
ψp

��� ��� , ð9Þ

whereCðpÞ is the confidence level and jψpj is the area ofψp.
Since the dot operation maps each pixel point of the

input image to each pixel point of the output image, the gray
value of its output image is determined by the gray value of
the input image only. Therefore, the dot operation maintains
the spatial position of each pixel of the image. The drawing
of the screen split tableau is a concrete recreation of the story
and script visualized by the director who turns the text of the
text split screenplay into a screen, not a simple illustration.
The bilateral filtering kernel is constructed by multiplying
the Gaussian kernel function of spatial proximity (spatial
Gaussian kernel) with the Gaussian kernel function of simi-
larity in the value domain (luminance Gaussian kernel):

g xð Þ = 1
Cd,γ

〠
x,y∈Ω

wd x, yð Þwr x, yð Þf xð Þ, ð10Þ

where f ðxÞ is the original image, gðxÞ is the output
image, wdðx, yÞ is the spatial information weight function,
and wrðx, yÞ is the gray similarity weight function.

Finally, the minimum magnification factor of the con-
trast enhancement of the animation in 3D feature informa-
tion is calculated, and the enhancement of the animation
in 3D feature information is realized based on the calcula-
tion results. Then, the invariance of the color of the anima-
tion in 3D image and the standard deviation of the
Gaussian function are used to define the scale space of the
animation in 3D image, and the Gaussian difference func-
tion of the animation in 3D image is calculated according
to the fixed coefficients of the image. The method is to let

the gray value of the input image stretch into another spec-
ified range according to some linear relationship to achieve
the purpose of adjusting its dynamic range. Image inversion
is a typical linear transformation means that the gray value
of the original image is flipped. It is the main basis for the
drawing and production of an animation film. All the links
in the middle and late stages are based on the screen shot
script and must strictly obey the requirements of the script.
The low-bandwidth teleconference only needs to send the
animation control parameters extracted from the live video
at one end and recover the animation movement according
to these control parameters at the receiving end, so it is nec-
essary to study the movement law of the animation expres-
sion change and the structure information of the
animation in depth.

4. Design and Analysis of Processing of
Graphics Simulation Platform

4.1. Overall Architecture Analysis of Processing of Graphics
Simulation Platform. The processing of graphic simulation
platform software provides the user with an easy-to-
operate and friendly interface. Its scalability is reflected in
the processing of graphics functions, the processing of
graphics modes, and the setting of parameters in the pro-
cessing of graphics process. The main difference between
signal and noise in multiscale space is their local maxima
characteristics. The binary subwave discrete transform with
Lipschitz indices of 1, 2, and 3 is shown in Figure 4.

Conventional methods have been processed to make the
number of pixels distributed on each gray level equal or
almost equal. However, since the grayscale histogram is only
an approximate probability density function, it is difficult to
obtain completely flat and uniform results when transform-
ing with discrete grayscale levels. The overall architecture of
the processing of graphics simulation platform is in the
neighborhood of each pixel.

First, the appearance of the processing of graphics simu-
lation platform can be set by editing the property settings in
the property editor. The menu editor allows you to add
menu options, adjust the relative position of the menu, and
define the name of the callback subfunction. The denoising
and enhancement is done with a single gain function, so that
one or several adjustable parameters must be used to control
the noise suppression during enhancement. Based on differ-
ent soft domain values, the noise rejection is also different.
Figure 5 is the noise rejection diagram under different soft
domain values.

The modeling and expression target system is typical of
the relationship between objective reality and artistic reality
and should be made by carefully observing life and using
objective facts as the basis for modeling, but virtual charac-
ters do not replicate objective reality but rather redecompose
it to create a new real world. The information we need to
enhance is often localized; i.e., we only need to highlight
the area of interest and suppress or not enhance other areas,
which uses segmented linear mapping. It is possible to map
grayscale regions with lower pixel values in the input image
to higher grayscale regions in the output image while
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mapping regions with higher grayscale values in the input
image to lower grayscale regions in the output image.

Second, in the process of processing of graphics, it is nec-
essary to iterate on the original image. It is necessary to set
the image parameters and compare the effect of the interme-
diate result images, adjust the image parameter settings
according to the feedback parameters provided by the pro-
cessing of graphics simulation platform, etc. If we can rea-
sonably interpret and use the virtual characteristics of
polygons to create the real surface flavor of the character
model and the real emotional characteristics of the expres-
sion target, the audience can also feel the reality of the char-

acter’s life and emotions when facing the virtual character. A
comparison of the image signal-to-noise ratio before and
after image enhancement is shown in Figure 6.

In primary vision, including feature enhancement, direc-
tional selection, multichannel signal decomposition, and ini-
tial lateral integration of information, enhancement, and
extraction of points, lines, and edges, as well as extraction
and segmentation of texture information, can be achieved.
The shape of the fold function can be determined by the
slope of the inflection point and the segmented straight line,
and the purpose of extending or compressing the gray inter-
val can be achieved by adjusting the value of both. Similar to

0

150

300

450

600

750

900

1050

1200

1350

1500

20 40 60 80 100 120 140 160 180 200 220 240

N
oi

se
 su

pp
re

ss
io

n 
eff

ec
t (

dB
)

Noise value (dB)
So� field value = 0.1
So� field value = 1
So� field value = 10

Figure 4: Discrete transform of dyadic wavelet with different Lipschitz exponents.

So� field value = 0.1
So� field value = 1
So� field value = 10

0

150

300

450

600

750

900

1050

1200

1350

1500

20 40 60 80 100 120 140 160 180 200 220 240

N
oi

se
 su

pp
re

ss
io

n 
eff

ec
t (

dB
)

Noise value (dB)

Figure 5: Noise suppression under different soft domain values.

7Wireless Communications and Mobile Computing



the linear transform, the nonlinear grayscale change differs
from it in terms of the implementation method and the final
effect obtained, but the aim is to make the image quality
improved. For the effect of extending the gray range, the
middle part of the template coefficients in the direction per-
pendicular to the grain lines is positive, and the coefficients
on both sides are negative. The restoration effect of the
image is evaluated by the repaired PSNR, and the perfor-
mance comparison between p-Laplace and the enhanced
image algorithm is given, as shown in Table 1.

Finally, the layout of the image objects is adjusted using
the adjustment tool to design the interface effect of the whole
processing of graphics simulation platform. The callback
function editor is used to write the response function code
to respond to the researcher’s interface operations. There-
fore, the modeler needs to understand the design carefully
and discuss with the design department to improve the
required information in detail. If all the gray levels are con-
centrated in a small range, the dynamic range of the image’s
grayscale values is small. The contrast of the corresponding
image is low. All gray levels are evenly distributed in a large
gray range, and the corresponding image has a large con-
trast. It is possible to extend the dynamic range of grayscale,
to compress it, or to compress it in one dynamic region and
extend it in another. The grayscale contrast between regions
of interest in an image can be improved by selecting the
appropriate grayscale transformation rules.

4.2. Simulation Analysis of Graphic Enhancing Process of
Animation Based on. Since the blurred image itself contains
some information of the imaging system, the edge sharpness
of the blurred image is closely related to the out-of-focus of
the system and the depth of the 3D object.

Firstly, starting from the relationship between the maxi-
mum value of Lee’s index and wavelet transform, the math-
ematical relationship between the variance of Gaussian
function and the maximum value of Lee’s index and wavelet
transform under different scales is directly introduced, and
applying this relationship, the variance of Gaussian function
can be calculated accurately in theory. For example, during a
violent fight, the character’s body movements will be very
exaggerated, which will make the model very susceptible to
false deformation and interpolation, and this will require
improved settings for specific actions. The comparison of
image edges, texture details, noise, and total information
after image enhancement is shown in Figures 7 and 8.

In order to keep the image color without distortion, the
enhanced image technique of DCT domain color processes
not only the luminance component but also the color com-
ponent, because of the principle that JPEG samples, the
color component, and the computation of the image will also
be reduced compared with the traditional method. If the
gray level of the original image is k, the gray level of the out-
put image is still k after mapping. However, due to the
increase of the grayscale range of the output image, the jump
of each level of grayscale stratification is larger than the orig-
inal image, which will produce the pseudo contour effect.

Second, the noise must be removed before the calcula-
tion. The common methods of image denoising are neigh-
borhood averaging and median filtering. But after
smoothing, the variance of the calculation will become
larger. So Gaussian function is chosen as the smoothing
denoising function. The runtime of the enhanced image,
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Figure 6: Signal-to-noise ratio of image before and after enhancement.

Table 1: Comparison of peak signal-to-noise ratio after restoration
by two algorithms.

Loss rate 30% 60% 90%

PSNR/dB
p-Laplace 22.243 41.346 54.324

Algorithms in this chapter 35.268 64.293 72.319
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CDD algorithm, and FMM algorithm are compared, and the
results are shown in Table 2.

Both MSE and PSNR have improved considerably, indi-
cating that the enhanced image effectively improves the res-
toration results while running quickly.

By carefully adjusting the position of the nodes and con-
trolling the slope of the segmented linear line, any grayscale
interval can be stretched or compressed. The segmented lin-

ear transformation stretches the grayscale details of the fea-
ture object according to the user’s needs, although there is
a loss of detail information corresponding to the other gray-
scale intervals, which has little effect on the recognition of
the target. Thus, through the settings, the skeleton and joints
of the characters are created, and the muscles are twisted,
squeezed, and expanded, so that the characters can stand,
sit, fight, and dance in front of the audience. By setting up
the animation in 3D, the neck of the character can be
stretched several times, allowing the animator to easily
manipulate mechanical devices that seem to weigh several
tons. In the transform domain, most of the energy of the
image signal is concentrated in the low frequency part, and
the human eye is much more sensitive to the low frequency
component than the high-frequency component. Based on
this property, the amount of data transmitted or stored in
the image can be reduced while maintaining image quality
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Figure 8: Comparison of noise and total information after image enhancement.

Table 2: Comparison of running time of enhanced image, MSE
algorithm, and PSNR algorithm.

FMM CDD Image enhancement

Runtime 34.7 32.5 18.2

MSE 0.1334 0.2154 0.3673

PSNR 67.10 69.36 72.88
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by omitting the high-frequency components that have little
energy or by assigning fewer bits to these high-frequency
components.

Finally, in order to verify the correctness of the algo-
rithm, a black and white rectangular map is generated for
testing. The black and white rectangular map is a step signal
with Lipschitz exponent of 1, and the modal maxima of the
wavelet transform of both the original and fuzzy images are
at the four vertices of the rectangle. In the process of
graphics research, the diversification of image input and out-
put formats and the adjustable parameters and parameter
feedback in the process of graphics are the manifestations
of the scalability of the process of graphics simulation plat-
form. For the main, the role of more, he may be in front of
the camera for a long time or multiple appearances, or
located closer to the camera, or even close-up, and then,
more time is needed to do more detailed settings for the role
and control the details of the character changes in many
ways. Simulate the inner workings of real objects as realisti-
cally as possible, down to a muscle, a ribbon, a piece of cloth-
ing. Then, we calculate the 4th order moments of the
brightness distribution of the animation in 3D feature infor-
mation. The low-pass filter is used to remove the high-
frequency component that reflects the detail and variability,
and the effect on the image is not only to remove the spikes
but also to remove the variation information at the edges,
thus making the image blurred.

5. Conclusions

Animation, as an audio-visual art and a popular form of
artistic expression, has become more and more recognizable
to the public. It is highly entertaining, enjoyable, and educa-
tional, which is its main function in this highly interactive
modern social ideology. The process of graphics in anima-
tion is a very professional task, emphasizing scientific and
systematic, taking into account originality and commercial
practice. With the advancement of the digital information
age and the development of computer technology, the digital
process of graphics has penetrated into various fields of soci-
ety and has become a hot topic of research in the discipline.
Graphic enhancing process is a model that follows the
human visual system to perceive the luminance and color
of an object, and it can eliminate the effect of light on the
image. It is able to restore the essence of the image by
removing the irrelevant luminance image and obtain a clear
image. It is a valuable research topic as it is related to the
whole software system in digital processing system. In this
paper, we propose a simulation analysis of the effect of
graphic enhancing process for animation in 3D, analyze
the main aspects of the process of graphics research, inte-
grate them into the simulation platform, facilitate the
research work of researchers, and improve the efficiency of
the process of graphics research. The process of 3D anima-
tion graphics enhancing effect simulation can effectively
suppress the interference of background information while
enhancing the target feature information in animation in
3D, making the target feature information in animation in
3D clearer and faster, which can provide a better solution

for the subsequent dynamic analysis, identification, and rec-
ognition of animation in 3D. It provides a good basis for
dynamic analysis, recognition, and evaluation of animation
in 3D and has good practical value.
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