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In the last several years, computer vision tasks involving visual identification and tracking have seen a rise in the usage of deep
learning technologies in recent years. An extremely difficult but rewarding endeavor is identifying and following football
players’ targets. This may be used to study football tactical visualization. Due to the similar appearance and frequent occlusion
of targets in football video, traditional methods often can only segment targets such as players and balls in the image but
cannot track them or can only track them for a short time. Based on the related research of computer vision and deep
learning, using several cameras, this study develops a system that can properly monitor many targets in a football stadium for
a lengthy period of time. The main research contents of this paper are as follows: (1) a CNN for target displacement prediction
is proposed, which no longer relies on the previous linear motion model or quadratic motion model, so that the multitarget
tracking algorithm can be applied to more scenes. (2) For the first time in a multitarget tracking algorithm, a continuous
conditional random field is used to model the asymmetric nature of the target relationship. At the same time, the CNN for
target displacement prediction can be cascaded with the continuous conditional random field for end-to-end training, which
greatly reduces the training difficulty. The parameters of the experiment in this paper are simple, and comprehensive and
systematic experiments verify the validity and correctness of this work from different aspects.

1. Introduction

Humans rely heavily on their sense of sight to take in informa-
tion from the outside world, with vision accounting for the
vast majority of what we learn. As computers become more
widely available and widely used, an increasing number of
individuals are using them in their day-to-day lives and work.
Computers enhance the human mind’s ability to think and
perceive. Computer vision is the result of computers simulat-
ing human visual perception skills [1]. By using cameras and
computers to capture and interpret visual information, com-
puter vision is a study that was aimed at making it possible
for computers to do certain human visual tasks. Math, image
processing, biology, and computer science are just few of the
fields that come together in computer vision. When it comes
to computer vision, video object tracking is a prominent
research issue, both domestically and internationally [2].
Using video target tracking, a computer constantly infers the
location of a target in the video. Identifying and tracking the
target in each frame of the video is its primary goal, as is pro-
viding the target’s position at every point in the video, the

whole of the region. Since its invention, video target tracking
has found widespread usage in civilian and military settings
alike, with applications as diverse as video surveillance,
human-computer interaction, robot visual navigation, virtual
reality, intelligent transportation, and medical diagnostics. In
our daily life, sports video is a very important entertainment
video, which occupies a considerable proportion in people’s
entertainment life. Football video is a very wide-ranging
sports video [3–5]. In order to keep the audience’s attention,
football films frequently include a variety of special effects.
Additionally, mobility data is needed for useful analysis by
coaches. Real-time motion data recording is also desired by
players. The path ofmotion is deduced. Tomeet these require-
ments in professional football, high-cost people and material
resources are required [6–8]. Using a low-cost target identifi-
cation and tracking system in a larger-scale amateur football
game has significant practical value and relevance. As a result,
computer vision tasks involving visual identification and
tracking have seen a rise in the usage of deep learning technol-
ogies in recent years. On this basis, the implementation of
deep learning technology has become an urgent problem to
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be solved in the next step. This topic is based on football video,
all players are tracked in this scene, and the movement trajec-
tory of each player in normal games is extracted, and then, the
research and analysis of football tactics are carried out. In the
past, for this task, it was often used to record the player’s
movement trajectory by attaching a chip to the player, but this
method was costly and could not output the player’s move-
ment data in real time. The hardware of this subject only uses
the camera, which can accurately extract the player’s entire
motion data and output it in real time, which greatly saves
the cost, improves the user experience, and can bewell applied
in the real scene.

The contributions of this work are as follows: (1) a CNN
for target displacement prediction is proposed, which no
longer relies on the previous linear motion model or
quadratic motion model, so that the multitarget tracking
algorithm can be applied to more scenes. (2) For the first
time in a multitarget tracking algorithm, a continuous con-
ditional random field is used to model the asymmetric
nature of the target relationship. At the same time, the
CNN for target displacement prediction can be cascaded
with the continuous conditional random field for end-to-
end training, which greatly reduces the training difficulty.

2. Related Work

According to the different camera placements, the current
player detection techniques in football videos could be
divided into two categories: fixed camera-based and moving
camera-based [9]. The picture taken by the former was in a
fixed scene, so the background was unchanged or only
slightly changed; the picture taken by the latter was in a
dynamic scene, and the lens was always following the target
area of interest for shooting, so its background was chang-
ing. Reference [10, 11] installed 4 fixed cameras on one side
of the field, and reference [12] installed 6 fixed cameras
evenly distributed on both sides of the field, using the back-
ground subtraction method to detect players. The video shot
by the moving camera usually referred to the live football
video on the TV. The lens of this kind of video would have
changes such as panning, zooming, and rotation so that
the lens always followed the area of interest, and the com-
plete live football video usually had switch lens; these lenses
included telephoto, medium, and close-up. There were two
main types of existing site extraction methods: nonparamet-
ric methods and parametric methods [13–20]. For the
nonparametric method, in fact, the main color of the site
was modeled to represent the area of the site pixel; the differ-
ence was the color space selected and the adaptive degree of
the algorithm. The bottom-up technique and the top-down
method were the two basic concepts behind contemporary
moving target tracking technology. To track a target, the for-
mer did not depend on past knowledge but rather derived
motion information straight from the picture sequence. This
kind of method could achieve better results only when the
camera was fixed; the latter depended on the constructed
model or prior. Knowledge was achieved by performing
matching operations in the image sequence or solving to
obtain the posterior probability. The matching operation

was to obtain the best match by solving the similarity
between the target model and the candidate target, and to
solve the posterior probability, the maximum posterior
probability was selected. The corresponding state vector
was used as the current state of the target [21]. There were
now four types of tracking algorithms: model, region, con-
tour, and feature tracking [22]. Nonrigid objects could not
be tracked using model tracking since the form of the target
item had to be modelled and tracked in successive picture
frames. To monitor a moving target, one may use area track-
ing or contour tracking. Region tracking used color informa-
tion from a specified area, but this approach failed when the
target was obscured. Contour tracking used a closed curve
contour to represent the moving target; however, initializing
the curve was challenging. Instead of using the whole target
as the tracking object as was the case with model-based or
region-based tracking, feature-based tracking isolated a few
key characteristics to utilize as the tracking object. Reference
[23] proposed a multitarget tracking algorithm based on
motion detection for the tracking problem of people in video
sequences. The core of the tracking algorithm was the estab-
lishment of an association matrix. When the number of
targets between consecutive frames was constant, the corre-
lation matrix based on the centroid distance was used. When
the number of targets changes, the correlation matrix based
on the intersection area was used corresponding to different
situations such as target merger, separation, disappearance,
and new addition. The intersecting area was used to judge
the occurrence of occlusion, and different processing strate-
gies were adopted according to whether the occlusion was
serious or not. However, this method was carried out on
the premise that the above 4 situations did not occur at the
same time, and the relationship between each target of the
current frame and each track of the previous frame needs
to be calculated, and the amount of calculation was too large.
Reference [24] also studied the multitarget tracking algo-
rithm for pedestrians in video sequences. In this paper, the
mean-shift algorithm was used to achieve normal tracking,
and the area was used as the occlusion factor to judge the
occurrence of occlusion. However, when the target and the
background color were indistinguishable, the tracking effect
of the mean-shift method was not good. The references
[25–28] all adopted the multitarget tracking algorithm based
on particle filter, but the calculation amount of particle filter
was too large and the real-time performance is not good;
especially when there were many targets to be tracked, the
calculation amount increased exponentially. Player tracking
in football videos also belonged to multitarget tracking,
and the methods used in previous work were also different.

When there was no occlusion, region-based detection
was used to achieve tracking; when occlusion occurred, tem-
plate matching, histogram back-projection, or merge-split
method were selected according to different situations. In
reference [29], each detected player was initialized with a
particle filter, and the color information of the player was
used to achieve tracking, which could obtain a better track-
ing effect, but the particle filter calculation was relatively
large, when the player needs to be tracked. When the
number increased, the real-time performance would be very
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poor, and the method in this paper could not solve the
problem of occlusion between players on the same team.
In references [30, 31], the author defined a state vector for
each player in the tracking queue, which contained the
player’s center of mass, velocity, circumscribed rectangle,
label of the occluded player, and number of categories of
the team, and the players were not occluded, left, entered,
disappeared, etc., and then, the maximum a posteriori prob-
ability method was used to obtain the optimal state and
observation sequence. There was no explanation for how to
judge various states, and the method in this paper could only
deal with the occlusion of players of different teams. In
reference [32], player tracking was implemented by Markov
Monte Carlo data association, and some data-driven models
were used to improve the efficiency of Markov chains, but
the problem of occlusion between players was not discussed
in depth. Existing deep learning-based target tracking
algorithms mainly focused on the single-target domain,
because deep neural networks could learn more effective
visual representation features than hand-designed features
to discriminate background and target. Reference [33] intro-
duced the ECO algorithm, which converts high-dimensional
features into compressed dimensions through factorization
operations, reducing training parameters and complexity.
Reference [34] proposes an end-to-end deep architecture
that incorporates geometric transformations into a correla-
tion filter-based network. The architecture introduces a
novel spatial alignment module that provides continuous
feedback for transforming objects from boundaries to cen-
ters with normalized aspect ratios. This allows correlation
filters to work on aligned samples for better tracking. Liter-
ature [35] proposes the RPCF algorithm, which is the first
time to introduce ROI-based pooling in the relevant filter
formula. It proposes a correlation filter algorithm with
equality constraints, which can equivalently implement
ROI-based merging operations without actual ROI sample
extraction. The learned filter weights are less sensitive to
overfitting problems and more robust.

3. Method

3.1. Single-Target Tracking Algorithm Based on Deep
Learning. Target tracking algorithms can be divided into
single-target tracking algorithms and multitarget tracking
algorithms according to the number of tracking targets.
The single-target tracking algorithm can be considered as a
simplified version of the multitarget tracking algorithm, that
is, a multitarget tracking algorithm that does not consider
the interaction between targets. The general single-target
tracking algorithm generally marks a target manually by a
human in the first frame, and then, the tracking algorithm
needs to follow the object firmly in the next video sequence.
In recent years, with the development of deep learning,
traditional single-target tracking algorithms based on corre-
lation filters have been gradually abandoned, or some main
modules have been replaced with deep networks. At the
same time, the single-target tracking algorithm based on
deep learning has occupied the top of the major single-
target tracking data lists for a long time. Some algorithms

can not only achieve good results but also achieve real-
time tracking speed. Next, three deep learning-based
single-target tracking algorithms are introduced, including
MDNet with good effect, GOTUIRN with fast speed, and
SiameseFC network with balanced effect and speed.

3.1.1. MDNet. MDNet was the winner of the 2015 visual
object tracking challenge, and its introduction marked the
beginning of CNNs to guide single-object tracking algo-
rithms. Most of the previous deep learning-based tracking
algorithms only used models trained on some general data
as feature extractors, and the results confirmed that doing
so can indeed improve the tracking effect. But soon everyone
found that if there is not enough labeled tracking data, the
effect of the model trained based on general data is limited.
Different from multitarget tracking, the targets of single-
target tracking are often of different types, and for the track-
ing problem, there should be some commonality between
different targets. At the same time, there are some conflicting
definitions, such as the first video needs to track a person,
and the second video needs to track a car, and then, the per-
son belongs to an irrelevant background in the second video.
This conflicting definition often makes the convergence of
the CNN unstable, and the effect is not improved. At the
same time, different classes of objects have different colors,
movement patterns, and shapes. Based on the above short-
comings, South Korea’s Pohang University of Science and
Technology proposed a new single-target tracking architec-
ture. This network is called a multidomain adaptive network,
namely, MDNet. MDNet learns generic scene patches from
multiple annotated video sequences. Then for each video,
class-dependent blocks are learned. Through this optimiza-
tion method, the network can not only extract common
visual features between objects but also optimize for different
types of objects. However, the tracking time of MDNet is
proportional to the number of tracking targets, making it
unfavorable for real-time tracking.

The specific training method is as follows. The target
position of the previous frame is the center, and 256 candi-
date regions are sampled through Gaussian distribution,
and then, the size of each region is unified to 107 × 107
pixels and then sent to the network. The general scene block
of the network is composed of three convolutional layers
stacked, which mainly refer to the design points of the
VGG-A network. The category correlation block consists
of three fully connected layers, the first and second fully
connected layers are used as category feature extraction
operators, and the third is a binary classifier. Assuming that
k videos are used for training, there are k category-related
blocks. When testing, for a new video, a new category-
related block will be created, the general scene block will
be fixed, and the newly created category-related block will
be updated online. Online update is divided into long-term
and short-term two ways. When the confidence of the
tracked sample is higher than the set threshold, the sample
will be added to the training positive sample. The long item
corresponds to an update in historical time, that is, a fixed
time interval. The short term corresponds to the number
of samples, that is, the upper limit of the total number of
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fixed samples. When the score is below 0.5, the sample is dis-
carded. The negative samples for training are obtained
through short terms, and the hard negative mining tech-
nique is also used in the process of negative sample genera-
tion. Selecting difficult samples as negative samples will
make the network more discriminative. MDNet has carefully
designed the network structure for the single-target tracking
task, trained with a large amount of data and fine-tuned
online. When selecting candidate regions, changes in differ-
ent scales are also considered. The only problem is that the
real-time performance is poor. However, it has successfully
guided the single-target tracking task to the field of CNN,
which can be said to be an epoch-making work.

3.1.2. SiameseFC. From the perspective of templatematching,
SiameseFC takes advantage of the powerful feature expression
capabilities of CNNs and takes a big step forward in thefield of
single-target tracking. The core of the work is to obtain a
model for similarity comparison through a large amount of
data training. Compare the similarity between the target and
the template, and the most similar position is the position of
the tracking target. The specific calculation is as follows:

f p, nð Þ = μ pð Þ + μ nð Þ + d, ð1Þ

where p, n represent the template image and the current
frame, respectively, μ is the feature extraction operation of
CNN, d is the offset, and f ðp, nÞ is the output similarity
response graph. Find the point with the greatest similarity in
the graph, anduse it as the position of the target in a new frame
of image.

The training steps of SiameseFC are also relatively
simple, and the reverse iterative optimization is performed
through the loss function. But it is worth noting that the
SiameseFC network needs to be pretrained on a large-scale
dataset, that is, to find a general feature description operator
and then do some fine-tuning on the target tracking video.
The authors use images from the large-scale vision challenge
(ImageNet) dataset to search for labeled regions across the
entire image. The author believes that in the training pro-
cess, the classification of the target is not considered, which
is conducive to learning a network with stronger generaliza-
tion ability for tracking any target. Experiments show that
this training method can achieve better results. SiameseFC
greatly improves the speed while ensuring the accuracy
and almost meets the real-time requirements. At the same
time, the network adopts a fully convolutional structure,
which means that there is no need for a fixed size input in
the actual tracking process. SiameseFC pioneered the appli-
cation of the siamese structure to the field of single-target
tracking, and many subsequent works were based on this
and improved in different directions. It is precisely
because SiameseFC starts from template matching that it
is easy to fail for suddenly changing targets. At the same
time, when the discrimination is not strong enough to
cause multiple similar objects to appear at the same time,
the tracking will fail.

3.1.3. GOTURN. Most of the above-mentioned single-target
tracking algorithms adopt the method of pretraining and
online training. In practical application scenarios, online
training methods generally do not meet the requirements
of the industry for the speed of target algorithms. Therefore,
a truly practical single-target tracking algorithm should have
the following characteristics. First, a pretrained model can
obtain better results on new datasets. The second is to meet
the real-time performance. GOTURN was proposed under
this need. First of all, it adopts the offline learning method;
that is, it does not fine-tune the network parameters on the
test set. Secondly, it can get a speed of 100 frames per second
on the GPU, and the real-time performance is better. Once
GOTURN was launched, it gained a lot of attention. The
idea of GOTURN is very simple: input the current frame
and the previous frame, and directly predict the position of
the target frame. Like SiameseFC above, it is assumed that
the motion of the object in the video on the image plane
obeys a Gaussian distribution; that is, the probability of the
current target near the target position in the previous frame
is much greater than the possibility of being far away. First,
target alignment and cropping are performed on the previ-
ous frame of image; that is, the target is placed in the middle
of the cropping-block, and the size of the cropping-block
and the target size are in a fixed ratio. After obtaining the
coordinates of the cropped block of the previous frame of
image, use the same method to crop out an image block of
the same size at the same position in the current image.
Then, the two image blocks enter the convolutional layer,
respectively, and then along the direction of the channel,
the features are cascaded and finally sent to the fully con-
nected layer to obtain the final regression result. GOTURN
and SiameseFC are very similar in architecture; for example,
the cross-correlation layer used by SiameseFC can be simu-
lated by a fully connected layer. During offline training,
GOTURN mainly uses pictures and videos, and the network
directly returns the coordinates of the target. GOTURN also
models the motion of the object simply, as follows:

cx′ = cx +w × Δx, ð2Þ

cy′ = cy + h × Δy, ð3Þ

w′ =w × γw, ð4Þ

h′ = h × γh, ð5Þ
where Δx and Δy refer to the relative displacement of the
object and γw and γh refer to the relative deformation of
the object. The authors also found that the motion incre-
ments in the x and y directions follow a Laplace distribution
with a mean of 0, while the relative deformation γw and γh
follows a Laplace distribution with a mean of 1. However,
due to this assumption, GOTURN is not well suited to the
target of severe mutation. According to the Laplacian distri-
bution characteristics, the probability of the occurrence of a
target with a larger movement displacement is small, so when
generating samples, the displacement data is also generated
according to the Laplacian distribution characteristics.
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3.2. Multitarget Tracking Algorithm Based on Deep Learning.
Historically, one of the most active areas of research in the
field of computer vision has been the development of multi-
target tracking algorithms based on deep learning. As an
extension of the single-target tracking algorithm, the multi-
target tracking algorithm incorporates the constraints
imposed by the relationship between the targets, resulting
in a more complex tracking method. The tracking of many
targets is more difficult than the tracking of a single target.
Single-target tracking can be thought of as the process of fil-
tering and searching for a target on a piece of continuous
data that has been segmented. Multiple candidate regions
are used to achieve target matching, and the quality of data
association is what ultimately decides the advantages and
disadvantages of using the multitarget tracking algorithm.
The multitarget tracking algorithm based on deep learning
will be discussed in detail in the next chapter, and two differ-
ent types of multitarget tracking algorithms based on deep
learning will be examined and compared in the following
chapter. Using the standard CNN as the foundation, the first
algorithm, multitarget tracking, is created, which merely
makes use of the DNN’s feature extraction capabilities. The
second application is the use of RNNs to perform time series
feature information fusion using time series data.

3.2.1. Spatiotemporal Attention Algorithm. The spatial-
temporal attention mechanism (STAM) is an extension of
the single-target tracking algorithm to the multitarget track-
ing field, as shown in Figure 1. It adds spatial and temporal
attention mechanisms to the CNN based on solving a single
target and achieves good results. STAM has two particularly
important contributions. The first is that it improves the
framework of single-target tracking algorithms and proposes
a framework that can be efficiently used in multitarget track-
ing algorithms. Second, it proposes a spatial and temporal
attention mechanism to control the update of training
samples in order to solve the problem of interaction between
targets. STAM adopts a common single-target network
architecture, uses a pretrained VGG network as a feature
extractor, samples the area near the target of the previous
frame image according to the motion information, and then
collects regional pooling features and sends them to a three-
layer binary classification device. The specific training
method is to first obtain the position of the person in the
current detection frame, such as the upper left corner,
through the segmentation subnetwork. After obtaining the
position of the human body, the visible area of the region
of the human body is calculated. When the visible area is
higher than a threshold, it is considered a positive sample
and is used to update the network’s classifier. At the same
time, when the visible area is lower than a threshold, it is
considered as a negative sample and used to train network
parameters. When the visible area is lower than the high
threshold and higher than the low threshold, it is considered
that the person is blocked or interacting with other people.
At the same time, it also smooths the templates saved in
history according to the size of the visible area. Each target
has a dedicated branch of convolutional layers, which is
updated by a loss function of training positive and negative

samples of the current frame and past frames. At the same
time, the motion model of each target is updated according
to the historical trajectory state of the target, and finally,
the attention weighted smoothing is performed. Although
the STAM tracking effect is better, it needs to train a subnet-
work for each target. When there are too many tracking
targets, there are too many convolutional subnetworks, a
large amount of calculation, and a long tracking time, which
is not conducive to application in practical scenarios.

3.2.2. Attention Mechanism. The feature extraction in the
previous section only extracts wide-area features and does
not make certain features. For example, for partially
occluded objects, only the features of unoccluded areas are
useful. STAM proposes a visual confidence response map
VðritÞ; the specific definition is as follows:

V rit
� �

= f λ Ci
t

� �� �
, ð6Þ

where λ represents feature extraction through region pooling
operation and f represents CNN, which is used to predict a
visual confidence response map of the same size as the
feature, where the maximum value of the response map is 1
and the minimum value is 0. Then, the spatial attention
mechanism is defined as follows:

f V Ci
t

� �
= V rit

� �
× λ Ci

t

� �
, ð7Þ

where f VðCi
tÞ is the weighted target feature, which can be

sent to the binary classifier for learning.
In order to further improve the tracking effect of

occluded objects, STAM also designs a temporal attention
mechanism f TðCi

tÞ, which is specifically defined as follows:

f T Ci
t

� �
= 1
T
〠
T

t=1
V rit
� �

× λ Ci
t

� �
: ð8Þ

That is, the feature map is smoothed to a certain extent
in time.

3.3. Multicue RNN Algorithm. The occlusion problem, in
particular long-term occlusion, is the most challenging
obstacle for all target tracking algorithms to overcome.
Due to the occlusion, the appearance model is no longer
valid. The only way to forecast the approximate position of
the target is to depend solely on its motion model or on its
interaction with another target. The target tracking algo-
rithm of multicue RNN provides an online target tracking
algorithm that is capable of fusing many bits of information
together at the same time. This method models the interac-
tion information between the surface properties of the item,
the motion model, and its target using a recurrent neural
network. A combination of different types of information
is used to solve the problem of tracking chain association
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mistakes or to solve the problem of occlusion in the case of a
combination of different types of information. The observa-
tion was reestablished, and a more favorable outcome was
reached. AMIR may be taught from the beginning to the
end without the need for the various hyperparameters that
are required by typical multiobject tracking methods. In
addition, because it takes into account the entire trajectory
of the target history, the motion model based on the RNN
proposed by it can be more accurate than traditional linear
motion modeling or quadratic motion modeling because it
takes into account the entire trajectory of the target history
and because the nature of the RNN is such that the weight
of the target trajectory closer to the current time is smaller
than the weight of the target trajectory farther from the cur-
rent time, resulting in even greater accuracy. This strategy
can be thought of as a device for focusing attention. As an
additional proposal, it presents an RNN based on the inter-
action between objects, which may be used to anticipate and
track objects across long distances in busy environments.

3.3.1. Appearance History Model. Appearance model is used
to calculate the matching degree between target appearances.
AMIR defines a long short-term (LSTM) memory network
for historical appearance information matching. The imple-
mentation details are as follows. The first step is to train a
CNN using the pedestrian reidentification dataset and then
remove the discriminative part, that is, the fully connected
layer, leaving the convolutional layer as the feature extrac-
tion operator. The second step is to extract the appearance
features of the tracking target on each frame, that is, to cut
the target from the background and send it to the CNN in
the previous step to obtain the appearance features, which
is a 500-dimensional feature vector. Finally, LSTM is used
to exchange time series information, and the historical
appearance feature vector is obtained, which is cascaded
with the appearance feature vector of the current frame
detection frame and sent to the discriminator.

3.3.2. Motion Model. The motion model is used to reduce the
target matching search space, that is, to predict the target
position of the current frame through the historical speed.
Unlike the linear motion model or spline interpolation
model used by traditional methods, AMIR also uses an

LSTM network for historical velocity modeling. Define the
speed of tracking target i at time t as

vti = vtxi , v
t
yi

� �
= xti − xt−1i , yti − yt−1i

� �
, ð9Þ

where ðxti , ytiÞ is the coordinates of each object in the image
plane. The implementation details are as follows. The first
step is to extract the speed feature, use LSTM for historical
speed modeling, and obtain a 500-dimensional historical
speed feature vector, which is cascaded with the speed of
the current frame detection frame relative to the target and
sent to the discriminator. Get the final speed matching result.

3.3.3. Interaction History Model. In multitarget tracking, the
motion model of the target self is often inaccurate, especially
in some congested scenes. Often due to some reasons, the
trajectory of the target does not conform to some conven-
tional motion models, and often, the interaction model can
solve these problems. The interaction model considers the
structural information of all targets in the entire scene. As
long as most of the target motion information does not
change much, the entire motion structure will not change
greatly, even if some targets move unpredictably. In view
of the above reasons, AMIR proposes an interaction model
based on RNN, which assists the judgment of target dis-
placement by defining the environment grid map around
the target. The specific definition is as follows:

Ot
i m, nð Þ = ⋁

j∈Ni

1mn xtj − xti , ytj − yti
h i

, ð10Þ

where ⋁j∈Ni
represents the field of tracking target i and

1mn½x, y� is the indicator function. When there is a target at
the position ðx, yÞ, 1mn½x, y� is 1; otherwise, it is 0. Then,
fO1

i ,⋯,Ot
ig is sent to the LSTM network for time series

analysis, and finally, a 500-dimensional environmental
interaction variable is obtained, which is then cascaded
with the environmental interaction variable of the detec-
tion frame of the current frame and then sent to the
binary classifier for discrimination.

Loss functionImage input

Sports model

Candidate
feature area

Spatial attention
model

Temporal
attention model

Binary
classifier

Training
sample sampling

Figure 1: STAM frame diagram.
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4. Experiment and Analysis

4.1. Single-Target Tracking Algorithm Experiment. This
chapter adopts OTB100 as the evaluation dataset. OTB100
contains a total of 100 tracking video sequences. The evalu-
ation annotation uses the OPE curve as the evaluation index.
As the name implies, the OPE curve is the result of only one
tracking; that is, if the tracking fails, the current tracking
chain is ended without reinitialization. The OPE curve has
two evaluation forms; one is the curve based on the area
intersection ratio. When the area of a frame predicted by
the algorithm and the area of the labeled frame overlap is
greater than a threshold, the frame is considered to be
tracked successfully. The percentage of total successful
frames over all frames is called the success rate. The other
is based on pixel offset evaluations. When the offset between
the center point of the frame predicted by the algorithm and
the center point of the labeled frame in a frame is less than a
threshold, the frame is considered to be tracked successfully.
The percentage of total successful frames over all frames is
called precision. The two curves complement each other
and are indispensable. For example, the success rate can
evaluate the size change of the target, but the accuracy rate
cannot. The integral of the curve area is the main evaluation
index. The specific experimental results are shown in
Figures 2–4.

A portion of the standard single-target tracking method
based on correlation filter is examined in this section, and it
is contrasted with the single-target tracking algorithm based
on deep learning in this section. MDNet is the most success-
ful and accurate of these algorithms, and it outperforms all
others in terms of success and accuracy. GOTURN is the
fastest, but it is also the worst of the algorithms tested. In
order to balance MDNet and GOTURN, the SiameseFC
network was developed. The effect of the network is signifi-
cantly improved when compared to GOTURN, but the
speed is twice as slow. While not as quick as GOTURN,
Siamese is still significantly faster than alternative algorithms
in many cases. When compared to other traditional single-
target tracking algorithms such as DSST, MEEM, and CSR-
DCF, the effect of the single-target tracking algorithm based
on deep learning is highly competitive in one aspect,
whereas the effect of the single-target tracking algorithm
based on deep learning is not.

4.2. Multitarget Tracking Algorithm Experiment

4.2.1. Datasets. A good multitarget tracking dataset is the
basis for designing a good algorithm, and it is also one of
the prerequisites for horizontal comparison with other algo-
rithms. First of all, a complete multitarget tracking dataset
should have the following conditions: (1) tracking from
different perspectives, for example, linear motion models
tend to predict more accurately in the monitoring perspec-
tive, but there will be a high degree of accuracy in videos
shot by handheld mobile devices. (2) For target scenes with
different densities, if there are few targets, it cannot fully
reflect the multitarget tracking algorithm’s ability to deal
with target interaction occlusion. If there are too many

targets, the advantages and disadvantages of some real-
time algorithms cannot be properly reflected. (3) Different
weather or lighting, in general, shadows or strong lighting
can easily cause huge changes in the pixel value of the target
appearance, so this is an important part of the robustness of
the multitarget tracking algorithm. (4) Different resolutions,
often under different resolutions, show different details of
objects. For example, at low resolutions, similar objects
are easily mismatched. (5) Different video frame rates are
often very sensitive to the parameters of the motion
model, so it is also an important part of the robustness
of the response algorithm.

In order to make a fair comparison with other algo-
rithms, this paper selects MOT2015 and MOT2016 provided
by the multitarget tracking challenge as training and test sets
to simulate player movement in football games. MOT2015
and MOT2016 contain various complex scenarios, such as
common surveillance video and video captured by mobile
devices. Due to severe video jitter and pedestrian occlusion,
videos collected by mobile devices are often difficult to track
objects. MOT2015 is a multitarget tracking dataset contain-
ing more than 20 video sequences. The acquisition devices
include still cameras and moving cameras. The collected
perspectives include upward, head-up, and top-down per-
spectives, as well as different weather conditions and differ-
ent lighting conditions. There are more than 11,000 images
in the video sequence, of which the training set contains
5,500 images, a total of 500 tracking targets, and nearly
40,000 tracking target boxes. The test set contains 5700
images, more than 700 tracking targets, and about 60,000
tracking target boxes. The detection frame provided by the
dataset is obtained by fusing channel features.

4.2.2. Experimental Results and Analysis. In order to demon-
strate the effectiveness of the tracking algorithm based on
deep learning, STAM and AMIR were tested on the
MOT2015 and MOT2016 datasets, respectively. The experi-
mental results demonstrate that the deep learning-based
multitarget tracking algorithms STAM and AMIR are com-
pared with other traditional multitarget tracking algorithms.
On the main indicator MOTA, the best results or competi-
tive results were achieved. On the MOT2015 dataset, AMIR
is 7.7% higher than the metric learning-based MDP
algorithm, 4.3% higher than the optical flow-based NOMT
algorithm, and 9% higher than the structured association-
based SCEA algorithm. STAM is 4.3% higher than the
MDP algorithm based on metric learning, similar to the
NOMT offline multitarget tracking algorithm based on opti-
cal flow, 5.6% higher than the structured association SCEA
algorithm, and higher than the CDA_DDALpb based on
the traditional appearance model. 1.5%. On the MOT2016
dataset, AMIR is about 9.8% higher than the LTTSC-CRF
algorithm based on continuous conditional random fields,
0.9% higher than the optical flow-based NOMT algorithm,
and 13.3% higher than the energy optimization-based
CEM algorithm. STAM is 8.4% higher than LTTSC-CRF
algorithm based on continuous conditional random field
and 11.9% higher than CEM algorithm based on energy
optimization. Experiments have shown that compared with
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other traditional multitarget tracking algorithms, deep learn-
ing algorithms show great competitiveness. The specific
results are shown in Tables 1 and 2.

4.3. Visualization Experiment of Football Tactics. The soft-
ware design is mainly divided into four layers, the first is
the input layer, the four cameras independently collect the
stadium images, the second is the single-camera multitarget
tracking module, which performs independent multitarget
tracking in the images collected by each camera, and then,
the multicamera data fusion layer fuses the data obtained
by multiple cameras and multitarget tracking, corresponding
to each player, and finally is the output layer, which saves the
obtained player movement data into the database and can

further analyze the data, including the player’s movement
data. Among them, the single-camera multitarget tracking
module and the multicamera fusion module together consti-
tute the multicamera multitarget tracking algorithm. The
system structure diagram is shown in Figure 5.

This section selects the clips from the 1/8 finals of the
UEFA Champions League in a certain season, named
sequence 1 and sequence 2, respectively. There is also a clip
from the UEFA Champions League semifinal match in a
certain season, named sequence 3. Three snippets are used
to test the player detection and tracking algorithm in this
paper. The resolution of the video is 856 × 480, and the
format is AVI. The obtained player tracking results are
shown in Table 3.
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Figure 2: Success rate of single-target tracking algorithm.
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Figure 3: Precision of single-target tracking algorithm.
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Table 1: Results of STAM and AMIR on the MOT2015 test set.

Method AMIR STAM NOMT CDA_DDALpb MDP SCEA

MOTA 38.5% 35.1% 34.6% 33.6% 30.8% 29.5%

Table 2: Results of STAM and AMIR on the MOT2016 test set.

Method AMIR STAM NOMT CDA_DDALpb LTTSC-CRE CEM

MOTA 49.2% 47.8% 48.3% 45.7% 39.4% 35.9%

Algorithm

0

20

40

60

80

100

120

140

160

Sp
ee

d 
(fp

s)

M
D

N
et

Si
am

es
eF

C

G
O

TU
RN

D
SS

T

M
EE

M

CS
R-

D
CF

Figure 4: Speed of single-target tracking algorithm.
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Figure 5: System structure diagram.

Table 3: Player tracking results for sequences 1, 2, and 3.

Items Sequence 1 Sequence 2 Sequence 3

Total frames 58 36 20
Occlusions by players of different teams 3 1 1
Occlusions by players and referees 2 0 0
Occlusions by players of same teams 0 3 2
Correct matches after separation 2 1 1
Number of players entering the screen 0 1 1
Number of players leaving the screen 1 0 2
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The player tracking results of the above three video
sequences show that the algorithm in this paper has
correctly processed the occlusion judgment, separation,
and matching and entry and exit of all players in these test
sequences, which proves the effectiveness of the algorithm
in this paper. According to the results of the above separa-
tion, this paper obtains the football visualization tactical
results of the game, as shown in Figure 6.

5. Conclusion

This paper mainly studies target detection and tracking in
football videos and contributes to the research of football
tactical visualization. Multiobject tracking in football videos
is a very challenging task. In this paper, a multitarget track-
ing algorithm based on deep learning and continuous
conditional random fields is proposed for the difficulty of
multitarget tracking, that is, retracking under occlusion
conditions. The innovation of the algorithm is as follows:
(1) a CNN for target displacement prediction is proposed,
which no longer relies on the previous linear motion model
or quadratic motion model, so that the multitarget tracking
algorithm can be applied to more scenes. (2) For the first
time in a multitarget tracking algorithm, a continuous con-
ditional random field is used to model the asymmetric
nature of the target relationship. In this paper, the tracking
chain with high confidence is used to correct the tracking
chain with high confidence, so that the robustness of the
multitarget tracking algorithm is further improved. At the
same time, the CNN for target displacement prediction
can be cascaded with the continuous conditional random
field for end-to-end training, which greatly reduces the
training difficulty. The parameters of the experiment in this
paper are simple, and good results have been obtained on
different datasets.

Data Availability

The datasets used during the current study are available
from the corresponding author on reasonable request.
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