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The high-level men’s volleyball team in ordinary colleges and universities is an important place for the country to cultivate
outstanding volleyball reserve talents. Especially under the background of “integration of sports and education,” the status of
high-level men’s volleyball teams in ordinary colleges and universities in my country’s volleyball career has been further
improved. In affirmation and attention, routine training is an important part of the work of high-level men’s volleyball teams
in ordinary colleges and universities. Cultivating high-level and high-quality outstanding volleyball reserve talents is an
important goal of high-level men’s volleyball teams in ordinary colleges and universities. The growth of high-level men’s
volleyball players requires high quality. For training support, in order to improve the training quality of the men’s volleyball
team at the general college level, it is necessary to evaluate the training quality of the existing high-level sports teams. In order
to achieve “different from person to person” and “teaching according to aptitude” college students’ volleyball training behavior
prediction and guidance content recommendation, and to achieve a classification promotion strategy, this research uses the K
-means clustering algorithm and PCA-GS-SVM algorithm to train college students’ volleyball training, adhering to behavior.
The data classifier has high training efficiency, and the accuracy rate is higher than 87% in both the training set and the test
set, which can meet the application requirements of college students’ volleyball training adhere to the classification and
promotion strategy of behavior information platform and effectively support the practical application of the model. The
volleyball training adherence behaviors are divided into eight categories, and specific classification promotion strategies are
formulated according to the characteristics of different categories of behaviors.

1. Introduction

Volleyball has a relatively deep history of development. In
1895, William G. Morgan, a YMCA officer in Holyoke, Mas-
sachusetts, invented a new type of tennis-volleyball game on
the basis of sports games, and Morgan played volleyball. A
relatively complete competition rule was formulated, and
the world’s first volleyball competition rule was born [1].
In the same year, with Morgan’s determination of the rules
of the volleyball game, Springfield Junior College played
the world’s earliest recorded volleyball game. Then, volley-
ball was introduced to Canada, Cuba, Brazil, and other
countries from the United States and thus set off a “volley-

ball” boom in the Americas, becoming a new and fashion-
able sport. Around 1900, volleyball began to enter Asia,
and countries led by Japan quickly joined the sport and
established its leading position in Asian volleyball, which
promoted the expansion and development of volleyball in
Asia. With the increasing influence of volleyball around
the world, after 1949, world-class volleyball competitions
began to increase, attracting the participation of sports elites
from all over the world [2].

The development of my country’s volleyball has experi-
enced both glory and silence. From the early days of the
founding of the People’s Republic of China in 1949 to the
early 1980s, the national system played an important role
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in promoting the development of volleyball. Under the guid-
ance of the professional training thought of the development
of competitive sports, the competitive level of our volleyball
has been rapidly improved in a short period of time, which is
reflected in the excellent results obtained by our volleyball in
world-class competitions [3]. In the 1980s and 1990s, my
country’s national men’s and women’s volleyball teams
won championships in world-class competitions. For exam-
ple, the Chinese women’s volleyball team won five world
championships [4]. However, behind the rapid progress of
competitive sports in our country, with the rapid changes
in the international situation and Chinese society, under
the leadership of the national system, the sports department
is responsible for the training of volleyball reserve talents.
The problem began to become prominent, which made the
development of volleyball in my country and the new situa-
tion of socialist development misaligned, resulting in many
adverse social effects. The emergence of these problems has
also affected the improvement of my country’s volleyball
competitive level to a considerable extent, and then, Chinese
volleyball has been quiet for a long time [5].

2. State of the Art

2.1. Research on the Training and Reserve of High-Level
Volleyball Reserve Talents. In order to deal with many prob-
lems in the training of volleyball reserve talents in our coun-
try, For example, there are great differences in the quality of
coaches, which affect the training. The development of vol-
leyball reserve talents has a great relationship with the ability
level of training coaches. The ability level of coaches directly
affects the training results of reserve personnel. The teaching
environment is poor, which is not conducive to systematic
training. Because there are still some problems in the distri-
bution of teaching resources, there are still great differences
in the teaching environment in various regions. Lack of
policy support and imperfect system and low attention to
psychological training of athletes will affect the exertion of
potential. If the sports industry wants to have long-term
development, it needs more policy support. Scholars put
forward their own suggestions from various angles. For
example, Poonsiri et al. [6] proposed that to change the prob-
lem of talent training for volleyball reserve personnel in my
country, it is necessary to give full play to the collaborative
effect of sports and education departments, give full play to
the commercial value of volleyball, and develop the market
potential of volleyball, so as to attract more young people to
participate in volleyball. Recently, Gayman and Eys [7] and
others believe that to improve the training efficiency of
volleyball reserve talents, it is necessary to innovate in rele-
vant systems, strengthen the role of the market in the devel-
opment of volleyball, and, at the same time, properly improve
the introduction system of volleyball reserve talents. Some
scholars believe that volleyball training should improve the
mode of paid training, which is an approach that adapts to
the market economic system and can effectively stimulate
the enthusiasm of various interest groups to participate in
the training of volleyball reserve talents.

3. Research on the Selection of Athletes for
High-Level Men’s Volleyball Teams in
Ordinary Colleges and Universities

Some scholars have conducted relevant research on the selec-
tion of men’s volleyball players in ordinary colleges and uni-
versities in my country and found that most of the existing
ordinary college volleyball players are recruited by sports
with good physical fitness and physical shape indicators that
meet the requirements of volleyball selection. However, these
students did not have a lot of contact with volleyball before
college. Generally speaking, the relevant knowledge and spe-
cial skills of volleyball are relatively weak, especially in the
volleyball game, the sports awareness is relatively insufficient.
In addition, some scholars have conducted related research
on the selection of players in different positions in the volley-
ball team [8]. For example, Brinkley et al. [9] conducted a
study on the selection method of setter players in volleyball.
He pointed out that volleyball setter players are the link of
the entire team in volleyball, and the ability and quality of
the players in this position affect the competitive level of
the entire team. Performance is crucial. In addition, the selec-
tion of volleyball setter players should follow the following
points: First, the overall physical characteristics and upper
and lower limb characteristics of the setter players should
be considered; second, the jumping and speed capabilities
of the setter players should be considered; third, we must
consider the physiological function level of the setter player’s
vital capacity; fourthly, we must consider the psychological
quality of the setter player.

4. Research on the Training of High-Level
Volleyball Teams in Ordinary Colleges
and Universities

In view of the contradiction between learning and training
in the training of high-level volleyball teams in ordinary col-
leges and universities, academic scholars have launched an
analysis and discussion on this [10]. For example, Chen
and Liang [11] believe that the contradiction between learn-
ing and training in the training of high-level volleyball teams
in ordinary colleges and universities is relatively prominent,
and the existence of this problem is affected by many
aspects. Six factors such as will and management style have
a greater impact, and it is proposed that the contradiction
between training in high-level volleyball team training in
ordinary colleges and universities cannot be solved funda-
mentally, and only relevant measures can be implemented
to alleviate it. Feng Hongwei pointed out that the coaches
of high-level volleyball teams in ordinary colleges and uni-
versities have a greater impact on the quality of team train-
ing, because most coaches of high-level college volleyball
teams are special physical education teachers, who basically
have multiple educational tasks. The arrangement of high-
level volleyball team training is basically in the spare time,
and special physical education teachers cannot arrange for
relatively concentrated volleyball team training without
special circumstances. This factor greatly affects the training
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quality of high-level volleyball teams in ordinary colleges
and universities. Li et al. [12] also pointed out that after-
school training is an important form of training for high-
level volleyball teams in ordinary colleges and universities,
but the amateur training of high-level volleyball teams in
ordinary colleges and universities is difficult to carry out
annual large-cycle training like professional volleyball teams
in sports teams, not a good guarantee of volleyball training
time.

5. Methodology

5.1. Clustering of Behavioral Features. Classification is the
precondition and foundation of intervention. In order to
achieve objective classification of fitness groups, researchers
have tried many methods. At present, there are many studies
on the behavior patterns and classification of users in vari-
ous online communities. In the selection of classification
indicators, time characteristics, frequency characteristics,
proportional characteristics, etc. are all involved. Generally,
quantifiable indicators are selected to judge the value of the
value. The index constraints jointly determine the classifica-
tion results of individual behaviors. For example, Brandtzag
introduces a user classification system from the perspectives
of community functions and services, user usage frequency,
and content activity preferences. In the research on students’
online learning behavior, Wang Gaihua selected time indica-
tors such as the total duration of online learning and the
duration of a single session, and determined the weights of
different indicators to comprehensively discriminate and
describe students’ online learning behaviors with multi-
dimensional characteristics; Welling et al. [13] extracted fre-
quency indicators such as the amount of comment forward-
ing among users, and some scholars used ratios between
multiple indicators, such as ratio indicators such as repeated
learning rate. In general, the multi-index constraint determi-
nation of user behavior is a major trend today. Due to the
large amount of data processing and the unreasonable distri-
bution of the number of groups in multi-index classification,
more and more researchers tend to use unsupervised cluster-
ing methods to determine the actual user community and
reasonably describe the group characteristics, which are
more commonly used on theK-means method.

At present, the research on the classification of user
behavior patterns in online communities is the basis of user
behavior analysis. There are various classification methods,
and most of them rely on objective behavior data to combine
qualitative and quantitative classification methods. Quanti-
tative classification indicators are mostly temporal features,
frequency features, and proportional features, and so on; it
is divided according to the level of the index value, and the
classification of individual behavior is jointly determined
by multiple index constraints. In addition, unsupervised
clustering is often used to find the natural classification
method of users. User behavior indicators can be converted
into quantitative data sets. Clustering them can fully respect
the facts of users’ objective behavior data. Sensitive indica-
tors and their variation range, and even covariation charac-

teristics with other indicators, find a better classification
method.

K-means clustering uses distance to measure the similar-
ity between samples and is a commonly used clustering
method [14]. The K-means method is the most commonly
used and efficient unsupervised clustering method and has
been used in the research of many scholars [15]. For exam-
ple, Allen et al. [16] used K-means clustering to cluster the
user behavior data of Starbucks innovation community in
his research. In the research of abnormal behavior monitor-
ing of database users, Kerr et al. [17] used the query state-
ments and query results of users in the historical audit log
of the database and adopted the K-means clustering method
to obtain the grouping of users. Wang et al. studied the
learner behavior of MOOC education big data, extracted five
types of learning behavior characteristics and carried out K
-means cluster analysis, obtained four types of learner
groups, and conducted an in-depth analysis of the character-
istics of group portraits.

5.2. Behavioral Feature Classifier Based on Supervised
Machine Learning

(1) Feature dimensionality reduction method: principal
component analysis [18] (PCA) feature extraction
is a very common data processing method in
machine learning, which is to convert D features of
existing samples into d ð<DÞ, d ð<DÞ new features.
Generally, it appears before the actual model is built
to achieve the change of the dimension of the feature
space (usually a dimensionality reduction opera-
tion), because practical research and applications
usually need to analyze data sets containing multiple
variables and find data rules and characteristics in
massive data. The large amount of multivariate data
sets not only contains massive information but also
increases the difficulty of analysis and calculation
and increases the workload of data collection and
calculation. And in many cases, the correlation
between variables will multiply the complexity of
the problem. However, the analysis based on a single
indicator often causes too much loss of key informa-
tion and ignores the important correlation informa-
tion between variables, which often reduces the
reliability and validity of the analysis, and even
produces erroneous analysis conclusions. How to
balance indicator selection and information loss has
become an unavoidable problem in big data analysis.
In order to maximize the purpose of comprehen-
sively analyzing the whole picture of the data, it is
necessary to filter and simplify the related variables,
and it is necessary to reduce the dimensionality of
the big data. In order to reduce the problem of data
information redundancy, a data dimensionality
reduction method is selected to reduce the dimen-
sion of the model’s constructs in the application,
reduce the amount of data, and remove overlapping
information. The goal is to construct a small number
of new variables, make these new variables no longer
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relevant, and use as few comprehensive indicators as
possible to describe as much data information and
variable relationships as possible. Data dimensional-
ity reduction can remove noise, make the data set
easier to analyze, reduce the computational cost of
the algorithm, and make the results easier to under-
stand and generalize [19].

Among them, the most widely used method is principal
component analysis [20] (PCA). The principle of the princi-
pal component analysis method PCA is to calculate a set of
new features arranged in descending order of importance
from a set of features. They are linear combinations of the
original features, and the new features are not related [21].
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When the contribution of the cumulative variance of the
described top k principal components is large enough (usu-
ally 80%), the original data set can be approximately
replaced by applying the top k principal components.
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The goal of PCA is to determine the coefficient vector
aj = ðaj1, aj2,⋯, ajpÞT , such that the variance var ðFÞ of F,
is maximized. VarðFÞ represents the degree of dispersion
of the transformed values of all samples relative to the mean
and is calculated as follows:
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where V is the covariance matrix of the data table X, as fol-
lows:
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The first principal component Fi can summarize most of
the statistical information of the original data table, but not
all of it. Therefore, as a supplement to the first principal
component F1, the second principal component F2 is to be
considered, and F2 and F1 are independent of each other.
Use the eigenvector corresponding to the second largest
eigenvalue

F2 = a21x1 + a22x2+⋯+a2pxp = Xa2: ð9Þ

By analogy, the corresponding Pth principal component
can be obtained. The first few principal components have a
relatively large contribution to the amount of information
and are usually selected in practical applications to reduce
the spatial dimension, defined by this

Pk =
λk

∑p
j=1λj

× 100%: ð10Þ

The purpose of principal component analysis is to
replace the original Р with as few principal components as
possible, RF...Fðk ≤ PÞ an indicator. In actual work, the
number of principal components depends on the amount
of information that can reflect more than 80% of the original
variable, that is, when the cumulative contribution rate is
greater than or equal to 80%, the number of principal com-
ponents can meet the model requirements. The common sit-
uation is 2 to 3.

6. Result Analysis and Discussion

6.1. K-Means Clustering Effect Test. Selecting different classi-
fication numbers can obtain different clustering results, that
is, different teaching groupings. In order to select the best
teaching group, two clustering effect evaluation indicators
are used: classification coefficient and average fuzzy entropy
to discriminate different clustering results. Table 1 shows the
size of the effect evaluation index of the clustering results
when different classification numbers are used. It can be seen
that when the number of classifications is 2, the classification
coefficient is closest to 1, and the average fuzzy entropy is
closest to 0. Therefore, the clustering result obtained at this
time, that is, the clustering effect of the teaching grouping
is the best.

The evaluation criteria of the maximum membership
degree are used to classify the samples, so as to clarify the
membership category of the samples. Table 2 shows the sit-
uation of 100 boys divided into 2 categories, from which it
can be seen that category 1 represents students with good
physical fitness, and category 2 represents students with
poor physical fitness. In the process of physical education,
the teaching content, physiological load, and exercise inten-
sity can be reasonably arranged according to different types
of students, so as to teach students in accordance with their
aptitude.

The fuzzy K-means clustering algorithm is used to real-
ize the teaching grouping, and the fuzzy phenomenon in the
grouping process can be considered.

6.2. KMO and Bartlett’s Test of Sphericity for Analysis.
According to statistical principles, it defines a relatively rea-
sonable set of metrics for the KMO value. When the KMO
value is in the (0:9, 1) interval, it indicates that the original
research data is very suitable for factor analysis; when the
KMO value is in the ð0:8, 0:9Þ interval, it indicates that the
original research data is very suitable for factor analysis;
when the KMO value is in ð0:7, 0:8Þ interval, indicating that
the original research data is suitable for factor analysis; when
the KMO value is in the ð0:6, 0:7Þ interval, indicating that
the research original data is barely suitable for factor analy-
sis; when the KMO value is in the ð0:5, 0:6Þ interval, indicat-
ing that the original research data is not suitable for factor
analysis; when the KMO value is in the (0, 0.5) interval, it
indicates that the original research data is very unsuitable
for factor analysis. It can be seen that the KMO value metric
standard stipulates that the KMO value is closer to 1, indi-
cating that the correlation between variables is stronger,
which further indicates that the original research data is
more suitable for factor analysis; the KMO value metric
standard stipulates that the KMO value is closer to 0, indi-
cating that the correlation between variables is weaker. The
weaker the correlation between the two, indicating that the
original research data is less suitable for factor analysis. In
addition, the corresponding P value in the Bartlett sphericity
test can also determine whether the original data of the study
are suitable for factor analysis. When the corresponding P
value in the Bartlett sphericity test is less than 0.05, it indi-
cates that the original research data is suitable for factor
analysis; when the corresponding P value in the Bartlett
sphericity test is greater than 0.05, it indicates that the orig-
inal research data is not suitable for factor analysis. Tables 3
below represent the test results of the original data of this
study.

As shown in Table 3, the original data of this study were
input into SPSS 20.0 statistical software, and the factor anal-
ysis calculation was run, and finally, the KMO value of the
original data of this study was 0.933, and the Bartlett sphe-
ricity test showed that the P value was 0.00, which was less
than 0.05. According to the requirements of the factor anal-
ysis method in the above statistics for the KMO and Bartlett
sphericity test, combined with the calculated data in Table 3,
it can be considered that the original data of this study meet
the basic conditions of the factor analysis method in statis-
tics, and the factor analysis method can be used to analyze
relevant data.

According to the operation steps of the factor analysis
method in statistics, in the process of screening out the

Table 1: Evaluation indicators of clustering effect when selecting
different classification numbers.

Number of
categories

Classification
coefficient

Average fuzzy
entropy

2 0.7972 0.3348

3 0.6802 0.5638

4 0.6193 0.7147

5 0.5841 0.8200
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common factors affecting the training quality of high-level
volleyball teams in colleges and universities, it is first neces-
sary to test the common degree of independent variables of
the original data of this study. The factor analysis method
interprets the common degree of independent variables as
the degree of influence of different factors in the whole factor
group, which indicates the common degree of the factor. The
larger the common factor value, the greater the influence of
the factor on the common factor. Table 4 below shows the
common degree of each factor in this study.

In order to make the 18 influencing factors more clearly
displayed, to explore the most important common factors,
the factor analysis method is used to calculate the load of
each factor to extract the principal components and catego-
rize and determine the number of common factors.

In this study, the factor analysis method in SPSS 20.0 sta-
tistical software was used to perform principal component
analysis on the original data; factor analysis refers to a mul-
tivariate statistical analysis method that starts from studying
the dependence within the index correlation matrix and
reduces some variables with overlapping information and
complex relationships to a few unrelated comprehensive
factors. The basic idea is to group the variables according
to the correlation, so that the correlation between the vari-
ables in the same group is high, but the variables in different
groups are not correlated or have low correlation. Each
group of variables represents a basic structure, i.e., common
factor, and finally, the historical plot of 18 influencing
factors (Figure 1) and the total variance explained by the
factors (Table 5) were obtained.

The five main factors are coaches, athletes themselves,
training design, university level, and social support.

Combining the results shown in Figure 1 and Table 5, it
can be seen that when the factor explained the total variance
in this study to the fifth factor, its cumulative contribution
rate reached 72.706%. After the factor, the factor contribu-
tion rate tends to be flat. According to the principle of statis-
tical factor analysis, when the factor contribution rate is
greater than 70%, the extracted common factors can basi-

cally explain most of the information of the original vari-
ables. Combined with the above data, this study can extract
5 common factors, and these 5 common factors can explain
most of the information of the original variables.

6.3. Empirical Analysis of Factors Affecting the Training
Quality of Volleyball Teams. From the statistical results of
Figure 2, in terms of coaching ability (factor 4), the average
scores of the three schools are all greater than 4.00, of which
Yanshan University has the highest score of 4.73, and Hebei
Normal University has the lowest score of 4.29. From the
result that the difference between the highest score and the
lowest score of factor 4 is only 0.44, it is agreed that the
coaching ability has a high degree of influence on the train-
ing quality of high-level men’s volleyball teams in ordinary
colleges and universities. Among the coaches’ own quality
(factor 5), the three schools with the highest average score
are Hebei Agricultural University (4.33), and the lowest
average score is Hebei Normal University (4.08). The degree
of influence of team training quality is also agreed upon. In
terms of coaches’ love of work (factor 6), the three schools
with the highest average score are Hebei Agricultural Uni-
versity (4.32), followed by Yanshan University (4.00), and
the lowest average score is Hebei Normal University (3.78).
It can be seen that the difference between the highest score
and the lowest score of factor 6 is large, indicating that there
is a slight difference in the degree of love of work between
the high-level men’s volleyball team coaches of Hebei Nor-
mal University and the high-level men’s volleyball team coa-
ches of Hebei Agricultural University and Yanshan
University. In terms of coaches’ leadership style (factor 7),
Yanshan University (4.37) has the highest average score
among the three schools, and Hebei Normal University
(3.57) has the lowest average score. It can be seen that the
difference between the highest score and the lowest score
of factor 6 is relatively large, indicating that there is a certain
difference in the leadership style of the coaches of the high-
level men’s volleyball team in Hebei Normal University and
the other two schools. From the above analysis, it can be
seen that the coaching ability of the coaches in this study
(factor 4), the quality of the coaches (factor 5), the love of
the coaches for their work (factor 6), and the coaches’ lead-
ership style (factors 7). There is a certain difference in the
degree of influence of the four influencing factors. The
degree of influence from high to low is the coach’s coaching
ability (factor 4), the coach’s own quality (factor 5), the
coach’s leadership style (factor 7), and the coach employee’s
passion for work (factor 6).

From the statistics in Figure 3, we can see that the three
schools surveyed have high satisfaction with their high-level

Table 2: Classification of students.

Category The student number included in the class

1 2, 3, 4, 5, 7, 11, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 24, 25, 26, 27, 33, 36, 38, 39, 45, 51, 53, 57, 59, 72, 80, 81, 82, 90, 93, 96, 97, 100

2
1, 6, 8, 9, 10, 12, 23, 28, 29, 30, 31, 32, 37, 40, 41, 42, 43, 44, 47, 48, 49, 50, 52, 54, 55, 56, 58, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69,

70, 71, 73, 74, 75, 76, 77, 78, 79, 83, 84, 85, 86, 87, 88, 89, 81, 92, 94, 95, 98, 99

Table 3: KMO and Bartlett sphericity test results for the original
data of this study.

Kaiser-Meyer-Olkin
test

0.933

Spherical test

Approximate chi-square
value

2931.134

Df 1233

Sig 0.00
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Table 4: Common degree of each factor in this study.

No. Factor name Initial value Extract value

1 College athlete admission policy 1.000 0.633

2 The school’s emphasis on the development of volleyball 1.000 0.678

3 Investing in school grounds 1.000 0.612

4 Coach’s coaching ability 1.000 0.703

5 Coach’s own quality 1.000 0.584

6 The coach’s passion for the job 1.000 0.554

7 Coach’s leadership style 1.000 0.575

8 Athlete’s own volleyball skill level 1.000 0.648

9 Athletes’ liking for volleyball 1.000 0.672

10 The extent of the athlete’s injury 1.000 0.578

11 Athletes’ requirements for self-skills 1.000 0.529

12 Reasonableness of physical training content 1.000 0.611

13 Reasonable content of tactical training 1.000 0.589

14 Reasonable content of mental training 1.000 0.703

15 Reasonable training schedule 1.000 0.753

16 Athlete family support level 1.000 0.610

17 The social recognition of high-level volleyball talents 1.000 0.699

18 The degree of social demand for high-level volleyball talents 1.000 0.756
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Figure 1: Gravel diagram of each factor in this study.

Table 5: Total variance explained by the factors in this study.

Initial eigenvalues
Extract the square and
load the product (%)

Rotate square and load

Element Total % of variance Grand total (%) Total % of variance Grand total (%) Total % of variance
Cumulative contribution

rate (%)

1 6.359 31.800 31.800 6.36 31.800 31.800 4.300 21.501 21.501

2 2.762 13.808 45.608 2.762 13.808 45.608 3.317 16.586 38.087

3 2.591 12.955 58.562 2.591 12.955 58.562 3.139 15.696 53.783

4 1.608 8.040 66.602 1.608 8.040 66.602 2.332 11.658 65.441

5 1.221 6.103 72.706 1.221 6.103 72.706 1.453 7.265 72.706
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Figure 2: The average score of the high-level men’s volleyball team in ordinary colleges and universities about the coach factor.
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Figure 3: Satisfaction level of high-level men’s volleyball teams in general colleges and universities with regard to the coach factor.

4.17
4.24

4.114.13

4.43

3.71

4

4.32
4.18

4.3 4.28

4.12

3.2

3.4

3.6

3.8

4

4.2

4.4

4.6

Yanshan university Hebei agricultural
university

Hebei normal
university

Im
pa

ct
 fa

ct
or

 m
ea

n

Factor 8
Factor 9

Factor 10
Factor 11

Figure 4: The average score of the high-level volleyball team in ordinary colleges and universities about the player’s own factor.
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men’s volleyball team coaches and coaching ability and the
quality of the coaches themselves, with 75% and 71% being
very satisfied, respectively. Among them, coaches’ satisfac-
tion with their work and love and coaches’ leadership style
is relatively low, with 62% and 54% being very satisfied,
respectively.

From the statistical results in Figure 4, in terms of the
players’ own volleyball skill level (factor 8), the average
scores of the three schools are all greater than 4.00, among
which Hebei Agricultural University has the highest score

of 4.24, and Hebei Normal University has the lowest score
of 4.11.

As can be seen from the statistics in Figure 5, the three
schools surveyed have high satisfaction with their high-
level men’s volleyball team players’ own volleyball skills
and the degree of injury of the players, with 72% and 65%
being very satisfied, respectively. Among them, the players’
satisfaction with volleyball and their own technical require-
ments is relatively low, with 41% and 55% being very satis-
fied, respectively.
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Figure 5: Satisfaction level of high-level men’s volleyball teams in ordinary colleges and universities with regard to their own factors.
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Figure 6: The reasonableness of training design for high-level men’s volleyball teams in ordinary colleges and universities.
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From the statistics in Figure 6, we can see that the three
schools surveyed are reasonable in the content and method
of physical training for their high-level volleyball team (factor
12) and the rationality of the content and method of technical
and tactical training (factor 13), the rationality of training
time and load arrangement (factor 15) has a high evaluation,
and the proportions that are considered very reasonable are
64%, 84% and 70%, respectively, but the rationality of the
content of psychological training and preventive arrange-
ments (factor 14) There are certain deficiencies, which is also
one of the problems in the training arrangement.

From the statistics in Figure 7, it can be seen that the
three schools surveyed attach great importance to the high-
level men’s volleyball team’s college-level factors, which are
67% of the college’s athlete enrollment policy, and 74% of
the school’s emphasis on the development of volleyball and
75% of the investment in school venues, equipment, and
funds. We can see that the overall impact of colleges and
universities on the quality of sports team training is not
too great, but the school’s emphasis on the development of
volleyball and its investment in venues, equipment, and
funds affect sports team players’ enthusiasm for training.
The impact is still relatively large. In the training of high-
level men’s volleyball team, if the school does not have good
support, and the investment in hardware and software is not
guaranteed; then, the incentive effect on the training of coa-
ches and athletes will have a greater impact. There may be a
phenomenon of passive sabotage, which will greatly reduce
the quality of training for high-level volleyball teams.

7. Conclusion

There are 18 factors affecting the training quality of high-
level men’s volleyball teams in ordinary colleges and univer-
sities. The factor analysis method is used to obtain 5

influencing factor groups, which are the coach factor, the
athlete’s own factor, the training design factor, the college-
level factor, and the social support factor. Among them,
the coach factor group includes four influencing factors:
the coach’s coaching ability, the coach’s own quality, the
coach’s love for work, and the coach’s leadership style; the
player’s own factor group includes the player’s own volley-
ball skill level, and the player’s love for volleyball. There
are four influencing factors: the degree of athlete’s injury
and the athlete’s requirements for self-skills; the training
design factor group includes the rationality of physical train-
ing content and method arrangement, the rationality of
technical and tactical training content and method arrange-
ment, and the rationality of psychological training content
and preventive arrangement. Reasonability, training time,
and load arrangement are three influencing factors; the
college-level factor group includes three influencing factors:
college athlete enrollment policy; school’s emphasis on the
development of volleyball, school venue, equipment, and
funding investment; and social support The factor group
includes three influencing factors: the degree of family sup-
port of athletes, the degree of social recognition of high-
level volleyball talents, and the degree of social demand for
high-level volleyball talents.

The three schools surveyed were highly satisfied with
their high-level men’s volleyball coaches and their coaching
ability and quality, with 75% and 71% of the schools, respec-
tively, very satisfied. Among them, coaches’ satisfaction with
their work, love, and leadership style is relatively low, with
62% and 54% satisfied, respectively. Its high-level men’s vol-
leyball players are satisfied with their volleyball skills and the
degree of injury, which are 72% and 65%, respectively.
Among them, the satisfaction of athletes with volleyball
and their own technical requirements is low, with 41% and
55%, respectively, very satisfied.
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Figure 7: The importance of high-level men’s volleyball teams in ordinary colleges and universities on college-level factors.
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Based on the research results of this paper, the following
suggestions are put forward: (1) We can train high-level
men’s volleyball coaches to improve the quality and ability
of coaches; (2) stimulate the enthusiasm of high-level men’s
volleyball players in colleges and universities and guide them
to establish correct concepts; (3) do a good job in the train-
ing design of the high-level men’s volleyball team in colleges
and universities and improve the scientific and reasonable
training mechanism; (4) strengthen the attention of the
high-level men’s volleyball team in ordinary colleges and
universities and improve the logistics support level of the
team; and (5) increase the high-level men’s volleyball team
in colleges and universities. The promotion of the team
and the increase of social support for college men’s volleyball
players have been carried out.
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The figures and tables used to support the findings of this
study are included in the article.
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