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The large number of tailings ponds in my country, coupled with various man-made and natural factors in recent years, leads to the
frequent occurrence of tailings pond accidents, causing serious harm. Mastering the number and distribution of tailings ponds is
of great significance to prevent tailings pond accidents and carry out emergency management of tailings ponds. For the
identification and monitoring of tailings ponds, the traditional survey methods are mainly based on ground surveys, and it is
difficult to achieve large-scale and high-frequency detection. With the development of artificial intelligence technology, based
on the support vector machine (SVM) method, the automatic extraction of remote sensing image (RSI) information has been
realized, and remarkable achievements have been made in the field of remote sensing. This paper takes the tailings pond as the
research goal, and based on the analysis of the characteristics of the tailings pond in the RSI, the method of SVM target
detection is used to realize the rapid and high-precision identification of the tailings pond. The main contents of this paper are
as follows: (1) The accident risk of tailings ponds at home and abroad and the status quo of tailings pond monitoring
technology are introduced. (2) The relevant theory of SVM is learned, and the kernel function and corresponding parameter
selection method of SVM are discussed in a multiclassification problem. (3) On the basis of determining the kernel function,
parameters, and features, the trained model is compared with the original model. The results show that the SVM detection
model proposed in this paper has excellent performance in tailings pond image recognition.

1. Introduction

In recent decades, my country’s economy has developed rap-
idly, and mining resources have played an increasingly
important role in its development. It provides a large num-
ber of production materials such as electricity and energy
required by industry and agriculture. Tailings refer to the
“slag” that is generally sand-like after the concentrates are
screened out from metal and nonmetallic ores by concentra-
tors [1]. The tailings sand produced in my country every
year reaches about 3 × 109 tons. However, at present, no
new industry has been formed in the redevelopment of tail-
ings in my country, and it is only used in construction and
other industries. A large amount of tailing sand is stored in
a tailings pond surrounded by mountains, which not only
occupies a large amount of mountains. In addition, the use
of a large number of chemical liquids in the mineral process-

ing process leads to the discharge of a large amount of toxic
liquids containing heavy metal ions, causing pollution of riv-
ers, water sources, and clogging of public drainage systems
[2]. Tailings pond refers to a special water conservancy pro-
ject used for stacking tailings sand and sand dressing waste-
water, including tailings accumulation facilities, drainage
equipment and pipelines, facilities for transporting tailings
sand, safety monitoring equipment, and other auxiliary facil-
ities. According to the topographic features and construction
methods of tailings ponds, tailings ponds are divided into
river-cut, mountain-side, valley, and flat-terrestrial tailings
ponds. Tailings dam refers to a protective facility that blocks
tailings sand and a large amount of drainage. It is an initial
dam made of hard stones and a subdam made of sand in
the later stage. Upstream dam-building methods account
for 90% of all tailings dams in my country due to the advan-
tages of easy site selection, simple dam-building methods,

Hindawi
Wireless Communications and Mobile Computing
Volume 2022, Article ID 9406930, 11 pages
https://doi.org/10.1155/2022/9406930

https://orcid.org/0000-0001-6144-8624
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/9406930


strong practicability, and simple management. The method
security is the lowest among the three methods [3]. Due to
the upstream dam construction method, the subdam is built
higher and higher, and the subdam is not built with hard
rock but is composed of loose tailings and a small part of
plants. This leads to poorer permeability of the tailings
dam, higher position of the wetting line, and reduced stabil-
ity. Most of the tailings dams in western developed countries
are mainly midstream and downstream dam construction
methods, and the safety monitoring situation of tailings
dams in my country is severe [4]. According to the research
of the public hazard group of Clark University in the United
States, the hazards of tailings pond accidents are ranked 18th
after earthquakes, floods, nuclear explosions, poisonous
gases, and nuclear radiation. Due to the great difficulty of
rescue and the extremely low accident survival rate, the
damage caused by the mine dam collapse accident is more
serious than that of fire, explosion, and aviation accident.
Tailings pond accidents at home and abroad have caused
shocking harm. Nearly two-thirds of tailings pond accidents
in my country are tailings dam failure accidents. To sum up,
the tailings pond is a major source of danger, and the conse-
quences of an accident are unimaginable. Therefore, it is of
great significance to master the number, distribution, type,
and existing status of tailings ponds to prevent tailings pond
accidents and carry out emergency work of tailings ponds
[5]. At present, the method of monitoring tailings ponds
mainly adopts the method of ground investigation. How-
ever, the number of tailings ponds in my country is huge,
and the distribution range is wide. At the same time, many
tailings ponds are built in remote mountainous areas, and
the surrounding environment is very harsh. The information
of these tailings ponds is unrealistic. It will consume a lot of
manpower and material resources to determine the new sit-
uation of tailings ponds and improve the database of tailings
ponds frequently, and it is difficult to ensure the accuracy
and timeliness. Therefore, the current national security
department urgently needs new technical means to conduct
large-scale, high-frequency, and rapid automatic monitoring
of tailings ponds to improve the level of tailings pond risk
management and the ability of tailings ponds to respond to
emergencies. Remote sensing technology has the advantages
of wide detection range, fast acquisition of data, less restric-
tions by ground conditions, and large amount of acquired
data. It can well make up for the shortage of manual moni-
toring methods on the ground and is an effective technical
means for tailings pond monitoring [6]. The key technology
of the above survey content is remote sensing image classifi-
cation. Commonly used classification methods include K
-means, handle recognition, neural network, minimum dis-
tance, support vector, object-oriented, maximum likelihood,
pattern recognition, and genetic algorithm. SVM is an artifi-
cial intelligence algorithm whose basic theory is statistical
learning theory. Because the algorithm is suitable for small
samples and has the advantages of simple structure, easy
training, fast convergence, and high classification accuracy,
it is widely used in remote sensing image classification [7].
At present, most of the research on the classification of
remote sensing images of mines are multiclassification of

the land occupied by mines, and there are few studies on
tailings ponds. Considering the large number of tailings
ponds in my country and the importance of tailings ponds,
this paper uses the support vector machine method to
extract tailings pond images and combines the characteris-
tics of tailings ponds to construct a model method suitable
for tailings pond detection. The realization of fast and
high-precision automatic identification of tailings ponds
provides a foundation for the effective management of tail-
ings ponds in my country. This paper creatively proposes
the use of support vector machines to achieve pixel-level
remote sensing image classification and constructs a
complete experimental process. The related theory, feature
selection, and parameter selection of support vector machine
are discussed. And for the generality of the experiment,
seven types of tailings samples were selected. The SVM-
OVO classifier was finally selected through experiments,
and a good classification effect was obtained.

2. Related Work

The construction of tailings ponds abroad has a long history,
and the earlier one was the Brent tailings pond built in 1830
[8]. Reference [9] studied the tailings pond and concluded
that the dam failure factors of the tailings pond mainly
include the design and construction technology of the tail-
ings dam, the content of tailings, the water level of the tail-
ings pond, and downstream sensitive factors. Reference
[10] conducted a comparative study on the tailings leaching
of two tailings ponds and found that when the pH value of
the tailings is neutral or near neutral, it can effectively pre-
vent the heavy metal elements from entering the surround-
ing natural environment. Reference [11] pointed out that
most of the dam failure accidents in the United States are
related to poor basic conditions such as flooding of tailings
ponds, unstable dam bodies, and seepage. Reference [12]
used a geophysical method to conduct field tests on three
tailings dams in Sweden and demonstrated the feasibility
of this method in monitoring the physical properties and
variability within tailings dams. Reference [13] conducted a
statistical analysis of the causes of 147 tailings dam disasters
in the e-EcoRisk database and concluded that tailings dam
failures are related to dam height. Reference [14] took the
tailings pond in the Mediterranean region of the e-EcoRisk
project as an example and combined the correspondence
analysis method to evaluate the dam failure risk of the tail-
ings pond. Reference [15] used FLAC3D and other software
to perform static and dynamic analysis on a typical cross-
section of a soil tailings dam. It is concluded that the seismic
action has a serious influence on the deformation of the dam
body and the bottom input acceleration of the tailings dam
has an amplification effect along the dam height. Reference
[16] studied the role of capillary water in the stability of tail-
ings dams, found that the stability of the dam body strongly
depends on the capillary phenomenon, and proposed that
capillary water measurement should be added to the stan-
dard monitoring scheme of tailings dams. Reference [17]
used fractal geometry that is applied to the study of tailings
dewatering and flocculation structure change, and it is
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proposed to increase the stability of tailings dam by improv-
ing the consolidation process and deposition density of fine
tailings. The research technology of tailings pond in my
country started relatively late. In recent years, with the grad-
ual increase in the country’s emphasis on resources and
environmental issues, the environmental and safety issues
in tailings ponds have also begun to attract the attention of
experts and scholars [18]. Many researchers have used
remote sensing images to monitor and analyze tailings
ponds and their environmental impacts. Reference [19] took
an old tin mine tailings pond as an example and completed
the research on the site selection of the tailings pond through
spatial stacking, buffer analysis, and other methods. Refer-
ence [20] explores the detectability of multisource remote
sensing data for various types of mine target features based
on the characteristics of remote sensing images of mine fea-
tures, summarizes the status quo, research priorities, and
existing problems of remote sensing detection of mine devel-
opment and mining environment, and proposes the key
technical problems that need to be further explored, and
the solution ideas are initially proposed. Reference [21] used
TM images and a water quality remote sensing monitoring
model to study the main water quality indicators in the
Hushan tailings pond. It is proved that the use of remote
sensing technology and geographic information system tech-
nology can effectively monitor the water pollution status of
tailings ponds. Reference [22] uses 3S technology to establish
the interpretation mark of tailings pond features. The num-
ber, area, mineral type, usage, and other information of tail-
ings ponds are extracted, and the monitoring of large-scale
regional tailings ponds in a short time is realized. Reference
[23] adopted the monitoring method combining remote
sensing and geographic information system to establish
identification signs of tailings pond location, danger, and
harmful factors and classified and extracted three different
types of tailings ponds in a certain area. The monitoring sta-
tus of the tailings pond in this area is presented. Reference
[24] sampled 7 tailings ponds in a province and studied
the relationship between the color difference of the remote
sensing image of the tailings pond and the mineral composi-
tion of the tailings pond. Mineral composition is not directly
related. Reference [25] used TM remote sensing images and
topographic map data to study the ecological image of a tail-
ings pond in a province after the expansion and concluded
that the expansion of the tailings pond would have an
impact on the surrounding ecological environment. Refer-
ence [26] took the iron mine in a city as the research area,
combined with the remote sensing image of Gaofen-1, and
obtained the best band combination for visual interpretation
of tailings pond, which is the remote sensing based on
Gaofen-1 and similar resolutions. Image tailings pond
research provides the basis. Reference [27] takes a mine tail-
ings pond in a western city as an example and uses domestic
high-resolution remote sensing images of multiple periods
to extract environmental information of the tailings pond
area, and the results show that domestic high-resolution
remote sensing images can be applied to tailings ponds mon-
itoring of environmental changes in the reservoir area. SVM
was originally used to solve the problem of pattern recogni-

tion, the purpose is to find decision rules with good general-
ization performance, SV is actually a subset of the training
set, and the optimal classification of SV is equivalent to the
classification of the training set. In recent years, SVM has
been widely used in pattern recognition, regression analysis,
probability density function estimation, and other fields.
Reference [28] uses a mining area as an experimental
research area to dynamically monitor the environment in
the study area and uses remote sensing methods to monitor
the environment in the study area. In this way, the environ-
ment of the study area can be protected and the rational
development of the mine can be monitored. Remote sensing
images of multiple times and multiple resolutions were used,
from macro to micro, from whole to part, real-time moni-
toring of changes in mines in the study area. Reference
[29] used Jixi mining area as the experimental research area
and used the combination of ERDAS software and MapGIS
software to carry out remote sensing processing of the collapse
information in the study area. In addition, topographic maps,
remote sensing images, and other data are used to verify the
study area on the spot to verify whether the extraction of the
collapsed area is correct. The interpretation method of the
subsidence information in the project area is analyzed, and
the application of remote sensing means provides a basis for
the extraction and acquisition of coal mine subsidence infor-
mation. Reference [30] used high-resolution remote sensing
images as data sources and used remote sensing images to
investigate changes in the surface environment of the mining
area, laying a foundation for monitoring the damage to the
mining area and its surrounding environment.

3. Method

There are many theories and methods of remote sensing
image classification based on machine learning, and the
classifiers are too numerous to enumerate, but SVM clas-
sification has obvious advantages in many classification
methods, and its generalization ability is significantly bet-
ter than traditional methods, especially for small sample
classification. In this chapter, the pixel-level RSI classifica-
tion is realized based on the SVM theory through the
experimental platform. The experimental process is
shown in Figure 1. This chapter discusses the related the-
ory, feature selection, parameter selection, and other
aspects of SVM.

The basic process of supervised classification of remote
sensing images combined with multifeature description
and SVM classifier is as follows.

(1) First, mark a certain amount of areas on the image
through visual interpretation or in combination with
other data, determine the types of ground objects in
these areas, and use them as training sample areas to
train the SVM classifier

(2) Through a certain algorithm or a combination of
certain algorithms, calculate and describe the pixels
in the area with the category label obtained in (1),
extract the digital features that can effectively
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distinguish the ground objects, and combine these
digital features

(3) Preprocess the vector obtained in (2), perform scal-
ing and feature selection in a certain method, and
obtain a new feature vector

(4) Use the vector obtained in (3) as the training data of
the SVM classifier, select an appropriate method for
parameter selection, and use the parameter pair with
the smallest generalization error as the SVM and
kernel function parameters to train the optimal
classifier

(5) Use the feature description algorithm used in (2) to
perform feature calculation on the image to be clas-
sified, and then use the method used in (3) to scale
and feature selection on the result of the feature cal-
culation to obtain the feature vector of the pixel to be
classified

(6) The feature vector of each pixel obtained in (5) is
used as the input vector, the SVM classifier obtained
in (4) is used for classification, and the classification
result of each pixel is marked

(7) Count the classification accuracy in (6), and if the
classification accuracy meets the requirements, the
classification ends; otherwise, check the selection of
the training sample area in (1), and reexecute steps
(2)-(7) after modifying the sample area

3.1. Support Vector Machine-Related Theory. In the field of
machine learning, classifiers such as decision tree, maxi-

mum likelihood, random forest, and SVM have been stud-
ied and applied by scholars. SVM is a pattern recognition
method based on system learning theory proposed in the
1960s, but it was not popularized at that time due to var-
ious constraints. In the 1990s, statistical learning theory
solved the problems of local minima, overlearning, or
underlearning of other classifiers. Therefore, many scholars
have studied SVM in depth, making it widely used and
developed rapidly. A large number of literatures show that
SVM has significant advantages in solving small samples,
nonlinear and high-dimensional pattern recognition, etc.,
and is widely used in remote sensing image classification.
Therefore, this paper chooses the SVM method to extract
tailings ponds. The ultimate purpose of the SVM is to
use a classification hyperplane to completely separate the
sample objects, so that the classification accuracy of the
sample objects is high and each classification data object
has the largest distance from the classification hyperplane.
For example, in a hyperplane, there are two types of train-
ing samples, H is the classification surface, H1 and H2
represent the planes farthest from the classification surface
and parallel to each other in the two types of samples, and
the distance between them is called the segmentation dis-
tance. If it can not only separate the two types of samples
but also satisfy the maximum blank spacing, we call this
plane the optimal classification surface, and the plane in
the middle of the optimal classification surface is called
the superoptimal classification surface. The problem of
finding the superoptimal classification surface is trans-
formed into finding the optimal classification surface. At
the same time, the above problem is also transformed into
the problem of finding the maximum segmentation

Raw remote sensing image

Preprocessing

Feature selection Data to be classifiedSelect sample

Training samples

Kernel transform

SVM parameter
selection

Optimal
classification surface

RBF kernel function Kernel transform

Decision function

Output classification
result

Figure 1: SVM pixel-level classification flow chart.
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distance, so the problem of finding the optimal classifica-
tion surface can be expressed as a mathematical formula:

min 1
2 wk k2, ð1Þ

s:t:yi wxi + pð Þ ≥ 1, i = 1, 2, 3,⋯, n: ð2Þ
The above is an idealized situation, that is, the two

types of samples can be completely and correctly sepa-
rated, and there is no empirical risk. In other words, when
the classification distance reaches the maximum value, the
generalization of the classifier is the best. In reality, most
data is nonlinear and cannot be completely separated cor-
rectly. Due to various reasons, the samples are misclassi-
fied. For this reason, scholars introduce slack variables to
balance the empirical risk and generalization performance.
The above formula is extended to:

min wk k2
2

� �
+ C〠

k

i=1
εi, ð3Þ

s:t:yi wxi + pð Þ ≥ 1 − εi, i = 1, 2, 3,⋯, n, ð4Þ
where C is the penalty coefficient, which is an artificially
set constant, which represents the punishment for illegal
samples in the blank area. In order to solve the above for-
mula, the Lagrangian method is introduced, and the con-
straints are:

〠
n

i=1
yiαi = 0, 0 ≤ αi ≤ C, i = 1, 2, 3,⋯, n, ð5Þ

where αi is the Lagrange multiplier value corresponding to
each constraint condition in the original optimal classifica-
tion surface solution problem, and the maximum value of
the solution function for αi is:

MaxQ αð Þ = 〠
n

i=1
αi −

1
2〠

n

i=1
〠
n

j=1
αiαjyiyj xi × yið Þ: ð6Þ

The final formula for classification is as follows:

f xð Þ = sgn 〠
n

i=1
α∗i yi xi × xj

� �
+ p∗

( )
, ð7Þ

where sgnðÞ is the symbolic function and p∗ is the thresh-
old of classification, which can be obtained by taking the
median value of any pair of support vectors in the two
categories, and xi is the sample. Since the αi corresponding
to the nonsupport vectors are all 0, the summation in the
above formula is actually only performed on the support
vectors.

When the SVM is solving the nonlinear separable situa-
tion, the key is to use the kernel function to realize the
mapping from the input space to the feature space. The
commonly used kernel functions are as follows.

The polynomial kernel function is:

K xi, xj
� �

= γ xi, xj
� �

+ p
� �t , t = 1, 2, 3,⋯: ð8Þ

The Gaussian radial basis function (RBF) kernel function is:

K xi, xj
� �

= exp −γ xi − xj
�� ��2� �

: ð9Þ

The main function of the Gaussian radial basis function is
the transformation of the original space and the infinite-
dimensional space. It is very flexible to use, so the kernel func-
tion is widely used.

The Sigmoid kernel function is:

K xi, xj
� �

= tanh γ xi∙xj
� �

+ p
	 


: ð10Þ

The above theoretical reasoning is aimed at two types of
samples, that is, two-classification problems. However, in
our real life, most of the classification problems are multi-
class recognition. For this, many scholars have conducted
in-depth research on the method of extending from two-
classification to multiclassification. The literature shows that
the multiclassification method of support vector machine
has two main ideas: One is to solve all the samples directly,
and the classification results are obtained at the same time;
the other is to solve the problem of treating the samples as
multiple binary classifications based on the binary classifica-
tion algorithm. Common multivalue classification algo-
rithms are as follows.

(1) One-versus-rest SVM classifier (SVM-OVR): SVM-
OVR makes one class as a separate class in the entire
training sample, and the rest as one class, which
becomes a binary classification problem again. For
example, for a sample with K classes, one class is first
classified as a separate class, and the remaining K − 1
classes are classified as one class. In the decision pro-
cess, the rule with the largest decision function value
is followed. In this way, only K two-class support
vector machines need to be trained. Because there
are few classification functions, the running speed
is fast, which is the advantage of one-to-many classi-
fiers. However, when there are many categories, the
training samples will be uneven, which will affect
the classification accuracy. In addition, the two-
class classifier training must be performed on all
samples each time. This training process is very
complicated and takes a long time

(2) One-versus-one SVM classifier (SVM-OVO): SVM-
OVO was proposed by Kresseh. The classifier is to
construct a classifier for each class of all samples.
Then vote to decide which class the sample belongs
to. For example, in K categories, KðK − 1Þ/2 classi-
fiers are needed, and then each classifier can predict
a category of the sample; at this time, the category to
which the sample belongs is given a point, and
finally, the sample is judged for the class with the
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highest score. The advantage of this method is to
overcome the imbalance of one-to-many classifier
training samples, and the training accuracy is better
than SVM-OVR. The disadvantage is that the num-
ber of classifiers is large, the training time is long,
and there may be times when the same sample has
the same number of votes for multiple categories

(3) Direct construction of multivalued classifiers: in the
1990s, scholars such as Weston changed the objec-
tive function in the optimization of binary classifica-
tion based on the theory of binary separability and
then reconstructed the classification that satisfies
the multivalued situation. However, the objective
function of this method is complex, and the calcula-
tion is also very complex, which is difficult to imple-
ment. When the sample is large, the training time is
long. And it cannot significantly improve the classi-
fication accuracy, so the practicability is not very
strong

(4) Binary tree SVM classifier: the basic idea of this clas-
sifier is to use all samples as the root node, then use a
method to divide the samples into two categories,
and cycle until it can no longer be divided. Train a
binary SVM at the nodes to identify samples. The
advantage is that it is fast, the disadvantage is that
the structure of the binary tree is difficult to design,
a misclassification of a node will affect the classifica-
tion results of the subsequent classifiers, and the
cumulative misclassification rate will be misclassified
to the end. Therefore, this classifier has not been
promoted in practical applications. Based on the
analysis of the above several commonly used multi-
value classifiers and a large number of experiments
by reference scholars, this experiment selects the
SVM-OVO classifier to complete the extraction of
tailings ponds

(5) Directed acyclic graph SVMs (DAG-SVMs): DAG-
SVMs are the same as OVO voting in the training
phase. It is also necessary to construct a classification
surface between each two categories, that is, there are
KðK − 1Þ/2 classifiers. But in the classification stage,
the method constructs the classifier used as a kind
of two-direction directed acyclic graph: including K
ðK − 1Þ/2 nodes and K leaves. Each node is a classi-
fier and is connected to two nodes in the next layer.
When classifying an unknown sample, first start
from the root node at the top, and continue to clas-
sify with the left node or right node in the next layer
according to the classification result of the root node
until it reaches a certain leaf at the bottom layer. The
category represented by this leaf is the category of
the unknown sample

3.2. Feature Selection and Fusion. The pixels of the same type
of ground objects on the same remote sensing image should
have the same or similar characteristics under the same con-
ditions. The classification method based on machine learn-

ing is to statistically analyze the characteristic information
of each pixel and compare it with the training samples and
then classify the same or similar characteristics. The cells
of the feature are grouped into one category. Commonly
used features are, for example, spectrum, shape, texture,
and linearity. Sticking to the selection of a single feature
for classification is not very effective, but too much feature
selection will increase information redundancy, increase
the amount of computation, and may affect the classification
accuracy. The rough set feature selection algorithm based on
attribute importance reasonably selects and fuses features in
the feature set. This method not only simplifies the design of
the classifier but also improves the classification accuracy.
Therefore, reasonable selection and fusion of features are
crucial in the classification process.

3.2.1. Spectral Characteristics. The law of electromagnetic
radiation is a characteristic of all things in nature. Certain
bands of ultraviolet, visible light, infrared, and microwaves
from the outside world can be reflected or absorbed by
ground objects, and a few ground objects can also be trans-
mitted by electromagnetic waves. In the process of reflecting,
emitting, or absorbing electromagnetic waves, the ground
object is represented by a functional relationship, that is,
the spectral curve of the ground object. Because of the differ-
ences in the internal structure, composition, and state of
each feature, its spectral curve has a unique shape. There-
fore, spectral features are widely used in classification, and
the spectral curve is an intuitive representation of the spec-
trum of ground objects. The tailings pond has different clas-
sification results according to different standards. According
to the composition of the raw ore, it can be divided into
gold, copper, silver, iron, and other categories. According
to the form of tailings, it can be divided into dry tailings
pond and wet tailings pond. According to the usage, it
can be divided into in use and closed. The reasons for these
classifications above will affect the spectral characteristics of
tailings ponds.

3.2.2. Texture Features. The spectral characteristics of tail-
ings ponds are analyzed above, and it is understood that
the composition and state of ore sands lead to complex spec-
tral characteristics of tailings ponds and obvious spectral dif-
ferences between different types of tailings ponds. Therefore,
only relying on spectral features for classification will defi-
nitely cause the phenomenon of “same substance with differ-
ent spectrum” and “different substance with same
spectrum,” and it is difficult to obtain the ideal classification
effect. Therefore, texture features are introduced to improve
the classification accuracy. Texture features can describe the
changing laws of objects more clearly and have a strong
advantage in embodying edge relationships. It is widely used
in pattern recognition, change detection, face recognition,
etc. Scholars have deeply studied texture features. Now com-
monly used texture features include the gray-level cooccur-
rence matrix, Markov model, Gabor filter, and local binary
model. The gray-level cooccurrence matrix can describe
the spatial distribution and structural characteristics of the
gray level of each pixel of the image, and it has advantages
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in improving the classification effect of the geoscientific tar-
get of the image by using the texture feature of the image.

3.2.3. Feature Fusion. The commonly used multifeature
fusion methods include vector superposition and probability
fusion. Probabilistic fusion is to combine multiple features
with spectral features and then input them into the classifier,
respectively, and assign weights to the features through the
posterior probability for classification. Among many feature
fusion methods, vector stacking is recognized as the simplest
and most effective feature fusion method. In terms of com-
putational complexity, vector superposition is simpler than
probabilistic fusion. Vector overlay fusion is to linearly com-
bine all features. The advantage of the vector superposition
method is that there is no information loss, and the calcula-
tion amount is small and the algorithm is simple. The disad-
vantage is that with the increase of features, there will be
more redundant information, and if the features cannot be
selected reasonably, the classification accuracy will be
affected. In view of the few features selected in this paper,
the shortcomings of the vector superposition fusion method
have little influence, so this method is selected to fuse the
selected features.

3.3. Selection of Parameters and Kernel Function. The rele-
vant principles and basic parameters of SVMs are intro-
duced above, and the commonly used kernel functions are
introduced. Combined with the actual situation of the exper-
iment, the SVM-OVO classifier was selected for the experi-
ment after referring to other literatures. In the case of
determining the classifier, the choice of penalty parameter
C, kernel function, and related parameters will affect the
classification accuracy. The relationship between the kernel
function, the mapping function, and the feature space is
interlocked, and the mapping function and the feature space
change with the change of the kernel function. The complex-
ity of the subspace distribution of learning sample features,
the maximum VC dimension, and the minimum empirical
error vary with the change of the mapping function. In the
feature subspace, confidence range and dimension are posi-
tively correlated, and empirical risk is negatively correlated.
If the dimension of the feature subspace is from high to
low, the optimal classification surface will change from com-
plex to simple. These two extreme cases will affect the gener-
alization ability of the learning machine, so the choice of the
kernel function will determine the generalization ability of
the learning machine. Of course, different kernel functions
correspond to different kernel parameters and the perfor-
mance of the kernel parameter image classifier. The kernel
parameter of the Gaussian radial basis kernel function is
the width parameter σ. The width parameter σ determines
the mapping function, which also determines the complexity
of the sample feature subspace, the maximum VC dimen-
sion, and the minimum empirical error. In this experiment,
the Gaussian radial basis kernel function is selected. The
values of the penalty parameter C and the width parameter
σ affect the generalization ability of the learning machine
and are also parameters that affect the algorithm complexity
and sample ratio. Only a reasonable allocation of the confi-

dence range and empirical risk of the classifier can make
the learning machine generalize the best. The relevant exper-
iments of parameter selection are described in detail in Sec-
tion 4.

4. Experiment and Analysis

4.1. Sample Selection and Quantitative Evaluation Indicators.
In addition to the importance of classifier selection in super-
vised classification, sample selection is also a critical step for
success or failure. Different training samples will have differ-
ent classification results. Therefore, the selected samples
should express the characteristics of the type as much as pos-
sible. The pixels of the selected samples should be pure and
uniform in color. At least one sample of a type of ground
object should be selected, and if multiple samples of the
same type of ground object are selected, the distribution
should be as uniform as possible. According to the spectral
characteristics and the actual situation, a total of 7 types of
samples were selected. Three types of tailings samples were
selected, namely valley-type tailings pond, flat-type tailings
pond, and dry-draining tailings pond. There is also a class
of negative samples of water, bare ground, clouds, and build-
ings (see Table 1 for details).

The tailings pond object detection task can be classified
as a binary classification problem. The image contains tail-
ings ponds and targets that are not tailings ponds, that is,
the background. Taking tailings ponds as an example, P rep-
resents the number of tailings ponds marked in the sample,
and TP represents the tailings ponds marked in the sample,
which are also correctly predicted by the model as the target
of tailings ponds. FP indicates that the sample belongs to the
background but is incorrectly predicted by the model to be
the target of the tailings pond, which is a false detection.
FN indicates that the sample is marked as a tailings pond
but is incorrectly predicted by the model as a background
target, that is, the tailings pond that has not been detected
belongs to the missed detection. TN indicates that the
sample belongs to the background and is also correctly
predicted by the model to be the background target. In
this paper, the detection performance of the model is
mainly evaluated by precision rate, recall rate, and F1
score. The accuracy rate refers to the proportion of tailings
ponds correctly detected in the prediction results, that is,
the ratio of the predicted number of tailings ponds to
the predicted number of tailings ponds. This indicator
reflects the ability of the model to deal with false detec-
tions, and the calculation formula is as follows.

Pre = TP
TP + FP

: ð11Þ

The recall rate refers to the proportion of tailings
ponds correctly detected in the prediction results to the
total real tailings ponds, that is, the ratio of the predicted
number of real tailings ponds to the number of tailings
ponds marked in the sample. This metric reflects the abil-
ity of the model to handle missed detections. The formula
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for calculating recall is as follows.

Rec = TP
P

: ð12Þ

Precision and recall are two contradictory and unified
indicators, and F1 score can be used to balance the two.
The formula for calculating F1 score is as follows.

F1 = 2 × Pre × Rec
Pre + Rec

: ð13Þ

4.2. Model Parameter Selection

(1) According to the experimental characteristics, the
RBF kernel function is selected to form a variety of
methods based on the radial kernel function technol-
ogy for experiments. In order to prove the superior-
ity of this kernel function, an experimental
comparison is made with the Sigmoid kernel func-
tion and the polynomial kernel function mentioned
in this paper, and the experimental results obtained
are shown in Figure 2

(2) The width parameter σ and the penalty coefficient C
are obtained by cross-validation, and the experimen-
tal results are shown in Table 2

The experimental results show that when C and σ are
100 and 0.5, respectively, the effect of each index is the best.

(3) The experimental effect of different classifiers: in this
paper, the SVM-OVO classifier is selected, and the
SVM-OVR classifier is selected to compare the clas-
sification effects of the two classifiers, and the accu-
racy of 10 experiments is randomly selected as the
evaluation index. The results are shown in Figure 3

In addition, Figure 4 shows the time consumption and
classification accuracy of the two classifiers in the experi-
ment, and the values in the figure are the average of 10
experimental data.

It can be seen that the SVM-OVO classifier used in this
paper has advantages in various performances.

4.3. Model Experiment after Parameter Optimization. After
the model training is completed, the detection perfor-
mance of the model needs to be evaluated. Data samples
are used to evaluate the detection performance of the

Table 1: Tailings pond sample set details.

Number Sample Number of pixels

1 Valley tailings pond 358

2 Flat-type tailings pond 265

3 Dry discharge tailings pond 85

4 Negative water sample 196

5 Bare ground negative sample 352

6 Cloud negative samples 1579

7 Building negative samples 721

Precision Recall F1 score

Evaluation index

0.7
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0.8

0.85
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1

V
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RBF kernel function
Sigmoid kernel function
Polynomial kernel function

Figure 2: The influence of different kernel functions on each
evaluation index.

Table 2: Selection of width parameter σ and penalty coefficient C.

Num.
Width

parameter σ
Penalty

coefficient C
Precision Recall F1

1 0.5 50 0.968 0.943 0.955

2 0.5 100 0.995 0.986 0.990

3 0.05 50 0.957 0.927 0.942

4 0.05 100 0.962 0.931 0.946

5 0.005 50 0.944 0.884 0.913

6 0.005 100 0.951 0.895 0.922

0 2 4 6 8 10

Experiment number

0.935

0.94

0.945

0.95

0.955

0.96

0.965
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isi
on

SVM-OVO
SVM-OVR

Figure 3: Precision of model accuracy of different classifiers.

8 Wireless Communications and Mobile Computing



two models before and after parameter optimization. After
a sufficient number of iterations, the model with the high-
est accuracy is selected to detect the tailings pond in the
test set. At the same time, set the confidence threshold
between 0.1 and 0.5, and record the number of tailings
pond detections, the number of correct detections of tail-
ings ponds, the number of false detections of tailings
ponds, and the number of missed detections of tailings
ponds under different confidence thresholds. Calculate
the precision, recall, and F1 score at the corresponding
confidence thresholds. The detection results of the two
models are shown in Figures 5–7.

The following can be seen from Figures 5–7: (1) In the
detection results of the two models, with the increase of
the confidence threshold, the detection accuracy of the

model increases, and the recall rate decreases with the
increase of the confidence threshold. (2) When the confi-
dence threshold is set to 0.1, the two models get the highest
recall rate, the highest recall rate of the original model is
86%, and the highest recall rate of the optimized model is
98%. When the confidence threshold is set to 0.5, the two
models get the highest accuracy, the original model has the
highest accuracy of 82%, and the optimized model has the
highest accuracy of 99%. (3) The highest F1 score of the
original model and the modified model are 0.79 and 0.92,
respectively. The corresponding precision rate, recall rate,
and F1 score value of the modified model under each confi-
dence threshold are higher than those of the original model.
It can be seen from the above experiments that the
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Figure 5: Precision comparison of two models at different
confidence levels.
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Figure 6: Recall comparison of two models at different confidence
levels.
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Figure 7: F1 score comparison of two models at different
confidence levels.
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Figure 4: Time and accuracy comparison of the two classifiers.
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performance of the modified model is much better than the
original model, and the training accuracy and detection per-
formance are greatly improved.

4.4. Comparison with Other Models. In order to prove the
superiority of the optimized SVM model proposed in this
paper, several other algorithms are selected for comparison
with it, and the specific experimental results are shown in
Table 3.

Comparing the performance of the model proposed in
this paper with other algorithms on the test data set, the
results show that the model proposed in this paper is due
to other models in various indicators.

5. Conclusion

Tailings ponds are a huge source of environmental risks.
Once an accident occurs, it will bring serious harm to the
surrounding environment, so it has become the focus of
environmental emergency supervision. Especially in recent
years, the high incidence of environmental emergencies
caused by tailings ponds has made the environmental emer-
gency management situation of tailings ponds grim. At pres-
ent, the environmental supervision capacity of tailings ponds
in my country is weak, mainly relying on ground surveys,
and the information and technical support capacity is seri-
ously insufficient. Therefore, in order to meet the work
requirements of environmental emergency management,
on the basis of analyzing the characteristics of tailings ponds
and remote sensing technology, this paper proposes a
method for extracting tailings pond images with SVM com-
bined with multiclassification of SVM. The tailings pond is
automatically extracted. This paper has done the following
work on the extraction of tailings pond images by SVM:
(1) The accident risk of tailings ponds at home and abroad
and the current status of tailings pond monitoring technol-
ogy are introduced. (2) The relevant theory of SVM was
learned, and the kernel function and corresponding param-
eter selection method of SVM were discussed in a multiclas-
sification problem. (3) Refer to the experiments of other
scholars to select the kernel function and parameters suitable
for this experiment. The spectral features and texture fea-
tures of the tailings pond are analyzed, and the vector stack-
ing method is selected to fuse multiple features. On the basis
of determining the kernel function, parameters, and features,
the trained model is compared with the original model. The
results show that the SVM detection model proposed in this
paper has excellent performance in tailings pond image rec-
ognition. (4) Comparing the performance of the model pro-

posed in this paper with other algorithms on the test data
set, the results show that the model proposed in this paper
is due to other models in various indicators.
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