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In the recent times, there has been a lot of speculation related to advanced driver-assistance system (ADAS) which provides best
driving experience for the drivers. ADAS technology helps to detect the unhealthy driving conditions which lead to road accidents
today. Road accidents are basically caused due to distracted driving, over speeding, drink and drive, foggy weather, no proper
headlights, or due to some object which suddenly trespasses the vehicle. Today the major advancements in ADAS include parking
assistance, road traffic detection, object detection on highways, and lane detection. But the major risk limitation in ADAS system is
the speed and time at which the object is detected and tracked. Several algorithms such as R-CNN, Fast R-CNN, and YOLO were
used for effective object detection and tracking earlier, but sometimes, the system do fail to detect due the speed factor. Hence, the
proposed work presents a novel approach called “A Real-Time Object Detection Framework for Advanced Driver Assistant
Systems” by implementing the state-of-the-art object detection algorithm YOLOv5 which improves the speed in detection of object
over real-time. This paper provides a comparison between other state-of-the-art object detectors such as YOLOv3 and YOLOv4.
Comparison is done based on mean average precision (mAP) and frames per second (FPS) on three benchmark datasets collected
as a part of research findings. YOLOv5 proves to be faster and 95% accurate than the other object detection algorithms in the
comparison. This framework is used to build a mobile application called “ObjectDetect” which helps users make better decisions
on the road. “ObjectDetect” consists of a simple user interface that displays alerts and warnings.

1. Introduction

According to the WHO, approximately 1.3 million people
die each year due to road traffic crashes [1]. With a rise in
accidents and with the increase in the number of vehicles,
ADAS has become a vital part of the driving experience.
Prior warnings seconds before an incident can help the
driver handle the situation in a better manner. ADAS has

emerged as an extremely vital tool with respect to safety in
the automobile industry. Notable automotive giants such as
MG Astor, BMW, and Mahindra XUV700 have stepped in
to integrate ADAS into their models [2]. Existing ADAS
technologies operate on visual cameras [3], RADARs [4, 5],
and LiDARs [6] for the object detection. ADAS mainly
depends on features such as high speed, high accuracy, low
cost, and low power consumption. Apart from these factors
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ADAS should effectively work at three situations, i.e., travel-
ling in rural roads, urban roads, and in highways. By using
sensor technology, the goal of object detection is achieved;
higher rate sensors are too costly and consume more power.
Also, sensors become weak based on continuous operation.
Hence, by realizing the importance of speed and cost factor,
our state-of-the-art methodology included deep learning
approach to address this issue by implementing system
called “A Real-Time Obstacle Detection Framework for
Advanced Driver Assistant Systems” by implementing the
state-of-the-art object detection algorithm YOLOv5.

The ADAS is one of these technologies. It allows the
autonomous car to get real-time support in particular traffic
circumstances and detect threats from nearby objects using
on-board sensors. The development of ADAS technology
has accelerated the transition to autonomous driving. Based
on visual data collected from sophisticated sensors like
cameras, a TSR system may detect one or more traffic signs.
Similarly, a greater grasp of road sceneries leads to a better
awareness of the surroundings, which relates to the driving
space of cars on the side of the road terrain. For example,
employing on-board sensors, ADAS allows an autonomous
car to get real-time support in certain traffic situations and
detect risks related to adjacent objects. ADAS technology
has facilitated the rapid evolution of autonomous driving.
An object detection system may identify one or more traffic
lights based on visual input from sophisticated sensors such
as cameras. Similarly, a better understanding of road scenes
leads to a better understanding of the surrounding environ-
ment, which is relevant to vehicle driving space on the side
of the road terrain.

Major advancements in the creation of revolutionary
advanced technologies, as well as the widespread deploy-
ment of fixed and mobile sensors, such as image sensors,
have aided their usage in the road traffic management and
monitoring process. Because of advancements in computer
vision research, intelligent transportation systems (ITS) have
undergone a significant transformation in order to lessen the
effect of human lives lost as a consequence of road accidents
and rising traffic congestion [7]. Furthermore, significant
progress in the computer vision domain has been made
due to the rapid evolution of machine learning algorithms,
particularly with the enormous growth in traffic data vol-
umes (big data), the emergence of deep neural networks
(DNNs), and the development of powerful computers with
graphics processors, such as graphics processing units
(GPUs). However, some vision-based applications, such as
real-time embedded systems, need a significant quantity of
memory and fast processing rates. Indeed, segmentation-
based road recognition is one of the most difficult problems
in computer vision [8], which entails investigating and
detecting the vehicle’s surroundings. Unlike traditional
approaches that rely on hand-crafted features such as edges
and corners, deep learning models are trained incrementally
using enormous amounts of data, automating the process of
obtaining and training hierarchical feature representations.

Proposed framework consists of three major modules,
object extraction, object detection-tracking, and object
visualization. Visualization module is applied to build an

interactive mobile application called “ObjectDetect” which
assists the user by notifying them with unique alerts and
warnings. ObjectDetect is aimed towards providing alerts
and warnings a few seconds prior based on the real-time
data. In order to build proposed “ObjectDetect” framework,
a survey was conducted on multiple object detection
algorithms such as R-CNN, Fast-RCNN, Faster RCNN,
YOLOv3, and YOLOv4. Since the research work is aimed
at improving the speed and accuracy factors which were
the limitations on previous works, finally, YOLOv5 was
chosen. The proposed model is not a per-trained model
and is aimed at including a system that will be able to assist
drivers in compromising situations by giving a heads up
with significant speed and accuracy.

The article is organized in the following manner. Section
2 discusses about the recent studies on autonomous vehicles
and object detection methodologies. Section 3 presents the
proposed ObjectDetect mechanism on obstacle detection
and driver assistance using YOLOv5 model. Section 4 details
the experiment configuration and results evaluated for the
ObjectDetect method. And Section 5 concludes the contri-
bution of research and advantages of method; then, Section
6 discusses the future extension of ObjectDetect model.

2. Literature Review

Numerous researches are done on different aspects of ADAS
and Autonomous vehicles. The IoT-based occlusion tech-
nique called multiple targets tracking in occlusion area with
interacting object models in urban environments was used
for autonomous vehicles to solve the problem of object
detection by Chen et al. by using a laser scanner [9]. The dif-
ferent observed shapes on each laser scan made it difficult to
identify the object. Hence, proposed system is developed
using machine learning approach using YOLOv5 which
reduces the occlusion issue. ADAS also includes driver mon-
itoring systems. Driver monitoring system (DMS) helps in
keeping track of various facial features of the driver like eye-
lid and mouth movement. One such system was proposed by
Kato et al. [10].

There is a lot of research done in object detection since it
plays a crucial role in many of the technologies, to get a bet-
ter understanding of state-of-the-art object detection tech-
niques and models, cloud-based. Liu et al. conducted a
survey of most of the research that provides a clear picture
of these techniques. The main goal of this survey was to rec-
ognize the impact of deep learning techniques in the field of
object detection that has led to many ground breaking
achievements. This survey covers many features of object
detection ranging from detection frameworks to evaluation
metrics [11, 12].

For many region-based detectors, like Fast R-CNN [13],
a costly per-region subnetwork is applied several times. In
order to address this, Girshick introduced R-FCN by pro-
posing location-sensitive score maps to address a dilemma
between translation-invariance in image classification and
translation-variance in object detection [14]. One of the
major challenges of object detection was to detect and local-
ize multiple objects across a large spectrum of scales and
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locations, due to which the pyramidal feature representa-
tions were introduced. In this, an image is represented with
multiscale feature layers. Feature pyramid network (FPN),
one such model to generate pyramidal feature representa-
tions for object detection, presents no difficulty and as well
as effective but may not be the optimal architecture design.
For image classification in a vast search space, the neural
architecture search (NAS) algorithm demonstrates favorable
results on the productive discovery of outstanding architec-
tures. Hence, inspired by the modularized architecture pro-
posed by Zoph et al., Dai et al. proposed the search space
of scalable architecture that generates pyramidal representa-
tions. They proposed architecture, called NAS-FPN, which
provides a lot of flexibility in building object detection archi-
tecture and is adaptable to a variety of backbone models, on
a wide range of accuracy and speed tradeoffs [15].

Various detection systems repurpose classifiers by taking
a classifier for an object and evaluating it at multiple loca-
tions and scales in a test image. For example, R-CNN uses
region proposal methods to first produce bounding boxes
that are likely to appear in an image and then, on these sug-
gested boxes, run a classifier. These intricate pipelines were
slow and hard to optimize. Hence, Ghiasi et al. proposed
you only look once (YOLO), an algorithm that is a single
convolutional network that simultaneously predicts multiple
bounding boxes and class probabilities for those boxes.
Unlike R-CNN and other similar algorithms, YOLO is found
to be extremely fast and sees the entire image during training
and testing, hence making fewer background errors. When
trained on natural images and tested on the artwork, YOLO
outperforms other algorithms by a wide margin. But YOLO
was yet found to lag behind state-of-the-art detection sys-
tems in accuracy and struggled to localize some objects pre-
cisely [16]. Redmon et al. by focusing mainly on improving
recall and localization while maintaining classification accu-
racy, proposed YOLOv2. It was then found that detection
methods are constrained to a small set of objects; hence, they
as well proposed a joint training algorithm that allows one to
train object detectors on both detection and classification
data, using which they trained the YOLO9000 algorithm
which was built by modifying YOLOv2 [17].

The majority of the accurate CNN-based object detectors
required high GPU power and training in order to achieve
their optimal accuracy. High GPU power is essential for
achieving accuracy and speed in real-time since it is vital
in a car collision or obstacle warning model. Redmon and
Farhadi proposed a modified version of the state-of-the-art
object detection models, YOLOv5, with significant improve-
ment in the speed and accuracy of the models. An impres-
sive aspect of this model is that it can operate in real-time
on a conventional GPU and training as well requires only
a single GPU. Hence, using conventional GPUs such as
1080Ti or 2080 Ti, we can train an accurate and extremely
fast object detector [18]. Since YOLOv5 outperforms other
frameworks, our proposed framework is based on it.

Traditionally, traffic sign identification has been based
on colour and form patterns, with two associated stages:
detection and classification [19, 20]. After many preprocess-
ing processes, such as data transformation and normalisa-

tion, which consists of identifying areas of interest (ROI)
based on colour segmentation and “sliding window” man-
ner, traffic signs are detected in the image. Following the
pattern recognition step, the classification stage involves
classifying each sign feature into categories such as “speed
restrictions” and “pedestrian crossing.” The template-
matching technique was used to improve the feature classifi-
cation process in [19]. The probable traffic indicators are
then classified using a shallow neural network (i.e., a multi-
layer perceptron (MLP)). Hmida et al. [20] suggested a hard-
ware design that uses a template-matching approach to
classify traffic indicators. Similarly, for successful feature
extraction and classification, some studies have used shallow
classifiers, such as support vector machines (SVMs) or ran-
dom forests, in combination with local descriptors like the
histogram of oriented gradient (HOG), such as [21]. Hmida
et al. [22], for example, presented a traffic sign identification
system based on linear SVMs and the MNIST dataset. Gecer
et al. [23] used a high-performance technique for traffic sign
identification based on blob detectors and SVM classifiers,
which increased the model’s colour discriminating capacity
by obtaining an accuracy rate of 98.94 percent. However,
because of the broad variety of road signs in unexpected
locations, obscured and tiny road signs, and fluctuating
weather conditions (e.g., shadows and lightning), it is diffi-
cult to distinguish them using conventional approaches,
which is why deep learning techniques are used.

Many studies have applied facial features and convolu-
tion network-based object detection models for the autono-
mous assistance of drivers based on obstacle detection.
These models do not possess optimal architecture design
and region identification mechanism. The existing methods
provide better accuracy of detection of objects with speed of
detection as a trade-offmetric. Pipelining of existing detectors
was unable to detect the larger object spaces. Hence, the
proposed solution comes with utilization of conventional
GPU power-based pipelined and accurate YOLOv5 frame-
work for obstacle detection on a higher speed.

3. Proposed Work

ADAS is developed with the help of YOLOv5 model with
efficient obstacle detection mechanism and faster speed.
The object detection is done with the help of mobile applica-
tion and alerts to the user. Car processing unit detects the
real time video of the driver’s view and fed to the model
for the accurate and fast detection of objects in urban roads.
The input video is processed as frames; each of which acts as
input to the object recognition and detection algorithm
(YOLOv5). Each frame is processed along three stages in
the algorithm, namely, backbone, neck, and head as shown
in Figure 1.

(i) Backbone [24]: CSPDarknet53

(ii) Neck: concatenated path aggregation networks
(PANet) with spatial pyramid pooling (SPP) addi-
tional module

(iii) Head: YOLO layer
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Proposed system comprises three major modules. These
3 modules are

(i) Object extraction (backbone and neck)

(ii) Object detection and tracking (head)

(iii) Object visualization

3.1. Object Extraction. The backbone and neck take images
(each of the frames) as input to extract the feature maps
using CSPDarknet53 and SPP, PANet path-aggregation.

Darknet53 comprises 53 convolutional layers. For detection
tasks, 53 layers stacked on to the original architecture of 53
layers give us 106 layers of architecture.

Step 1. Input: the video input is processed frame by
frame

Step 2. CSPDarknet53: cross-stage-partial-connections
are concerning used to eliminate duplicate gradient informa-
tion that occurs while using conventional DenseNet [25]

(i) In CSPDenseNet, the base layer is divided into 2
parts; here, part A and part B

Figure 1: Proposed “ObjectDetect” framework for object detection and tracking.

Dense layer 1 Dense layer 2

Partial dense block

Dense layer k

Partial transition layer
conv conv conv conv

conv conv XU
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concat concat concat concat

Copy

B
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...

Copy Copy Copy
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Figure 2: The overview of CSPDenseNet.
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(ii) One part will go into the original dense block and is
processed accordingly; here, part B is processed in
the dense block

(iii) The other part will directly skip to the transition
stage

As a result of this, there is no duplicate gradient infor-
mation; it also reduces a lot of computations, as shown in
Figure 2.

Step 3. Additional layers are added between the
backbone and the head using the neck. To aggregate the
information, the YOLOv5 algorithm applies a modified path
aggregation network [26] with a modified spatial attention
module and a modified SPP (spatial pyramid pooling) [27].
Concatenated path aggregation networks [28] with spatial
pyramid pooling (SPP) additional modules [26] are used to
increase the accuracy of the detector

3.2. Object Detection. Each frame processed in the backbone
and neck is then transferred to the head which involves
the YOLOv5 algorithm which works using the following
techniques:

Step 1. Residual blocks: initially, the input frame is
divided into grids. Each grid cell is responsible for detecting
the objects present in its cell

Step 2. Bounding box regression: the YOLO algorithm
runs such that bounding boxes and confidence scores are
predicted around every object present in that particular grid

Every bounding box consists of these attributes: width
(bw), height (bh), bounding box center (x, y), and confi-
dence score (c). The confidence score represents how confi-
dent and accurate the algorithm is of a particular object in
that bounding box. Together with these attributes, YOLO
uses a single bounding box regression to predict the proba-
bility of an object appearing in the bounding box. Figure 3
shows the YOLOv5 algorithm being run in real-time on a
webcam. The algorithm detected objects in the frames by
indicating the classes they belong to and the confidence
scores representing how sure it is of the objects.

Step 3. Intersection over union (IoU): if no object exists
in a grid cell, then the confidence score is zero; else, the
confidence score must be equal to the intersection over
union (IoU) between the predicted box and ground truth.
Here, the ground truth boxes are manually predefined by

the user; hence, greater IoU means greater confidence score,
which means higher accuracy of prediction by the algo-
rithm. Filtration of those boxes with no objects is done
based on the probability of objects in that box. Nonmax
suppression processes eliminate the unwanted bounding
boxes, and the box with the highest probability or confi-
dence score will remain [29]

IoU = Area of BoxA ∩ BoxBð Þ
Area of BoxAU BoxBð Þ : ð1Þ

The above Equation (1) IoU calculation is used to mea-
sure the overlap between two proposals.

Nonmax suppression [30]: this is used to find the appro-
priate bounding box among the predicted bounding boxes
by the algorithms based on the confidence scores. This is
represented in Algorithm 1 below.

Step 4. Final detection: the algorithm detects the object
and class probabilities with confidence scores. This is
depicted in Figures 4(a)–4(c)

4. Visualization

The final module of the proposed system involves an
android-based application. The application inputs a real-
time video stream from the device; camera runs an object
detection algorithm on it and notifies the user under any
case of any condition that requires to be brought to the
user’s attention and needs to be acknowledged [31]. These
conditions could be any obstacle or collision ahead or the
user being in close contact with respect to the user’s position.
With the YOLOv5 algorithm, the system is powerful enough
to run object detection in various weather conditions. The
alerts are of 3 categories:

(i) The green alert is shown when there are no threats
detected

(ii) The yellow alert is shown when the threat detected
is of low priority, such as stationary objects in front
of the vehicle, like animals or pedestrians crossing

(iii) The red alert is shown when the threat detected is of
the highest priority such as objects approaching the
car at high speeds

Box A

Intersection

Box B

(a)

Box A

Union

Box B

(b)

Figure 3: (a) The intersection of bounding boxes. (b) The union of bounding boxes.
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5. Evaluation Results

With the aim of creating a CNN for real-time operation on a
conventional GPU, YOLOv5 was introduced. In the process
of doing so, various training improvement methods on the
accuracy of the classifier on the ImageNet dataset were
tested, and their influence was noted along with the accuracy

of the detector on the MS COCO dataset with the following
configuration.

PC specification:
Central processing unit: 11th generation Intel® Core™ i7
Graphic processing unit: NVIDIA®, 16GB graphic card
Hard disk capacity: 1TB
OS requirement: iOS/Windows 10/Ubuntu 18

(a) (b)

(c)

Figure 4: (a, b) Bounding boxes and class predictions. (c) Confidence scores around the objects when the algorithm is run on a webcam in
real-time.

Input: Set of proposal boxes A, corresponding confidence scores C and overlap threshold T.
Output: A list of filtered proposals F.
procedure Sup(A,m)

Asup ⟵∅
forai ∈ A do

remove⟵ f alse
foraj ∈ A do

if matchðai, ajÞ > αsup then
if valueðm, ajÞ > valueðm, aiÞ then

remove⟵ true
else remove then

Asup ⟵ Asup ∪ ai
returnAsup

Algorithm 1: Non_Max_Supression (Sup).
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Random access memory: 16-32GB
Car computing unit specification:
NVIDIA Jetson Xavier NX 16GB
Central processing unit: ARM®v8.2
Graphic processing unit: NVIDIA®, CUDA®
Hard disk capacity: 1TB
OS requirement: iOS/Windows 10/Ubuntu 18
Random access memory: 16-32GB
While comparing YOLOv5 with other state-of-the-art

object detectors, it was found that YOLOv5 improved
YOLOv4’s AP by 10% and FPS by 12%, and within compa-
rable performance, YOLOv5 ran twice faster than Efficient-
Det [32]. It was found that the classifiers’ accuracy was
enhanced by proposing features such as CutMix and Mosaic
data augmentation, class label smoothing, and Mish activa-
tion [33, 34].

In order to evaluate the proposed framework, 3 different
types of datasets based on three categories such as rural
roads, urban roads, and highways were used. The 3 datasets
were created by labelled annotations of images which were
captured as a novel part of research work. 8% of the collected
data consisted of blurry images and images with low visibil-
ity. An example of each dataset is shown in Figures 5–7. The
3 different datasets were categorized as explained in Table 1.

The main goal of the research work is to reduce and
increase the accuracy and speed at which the objects are
detected; hence, here, the mAP (mean of average precision)
and FPS (frames per second) play a very important role.
The measures such as precision, recall, F-measure, PC speed
(FPS), and Jetson speed (FPS) are used to compare the pro-
posed model against two classic algorithms such as YOLOv3
[35, 36] and YOLOv4. The measures are listed below.

mAp = 〠
Q

q=1

AveP qð Þ
Q

, ð2Þ

F1score = 2 ∗
Precision ∗ Recallð Þ
Precision + Recallð Þ , ð3Þ

Figure 5: YOLOv5 on rural road dataset.

Figure 6: YOLOv5 on urban road dataset.

Figure 7: YOLOv5 on highway dataset.

Table 1: Datasets.

Sl. no. Datasets Number of images

1 Rural roads 1,20,000

2 Urban roads 1,24,000

3 Highways 1,50,000
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Figure 8: Comparative analysis of state-of-the-art models of rural
road dataset.
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Precision =
True Positiveð Þ

True Positive + False Positiveð Þ , ð4Þ

Recall = True Positiveð Þ
True Positive + False Negativeð Þ : ð5Þ

Figures 8–10 present the comparative analysis of
YOLOv5 against other state-of-the-art models in rural roads,
urban roads, and highway datasets. Here, YOLOv3 has good
precision but has very bad recall and F-measure. Also, the
mAP and FPS are very low. But YOLOv4 and YOLOv5 com-
paratively has balanced scores, but YOLOv5 outperforms
other two algorithms because since the proposed works are

aimed at increasing speed and accuracy, YOLOv5 is the best
fit state-of-the-art model for problem definition.

The mAP of the state-of-the-art object detectors such as
YOLOv3, YOLOv4, and YOLOv5 was compared using the
three datasets, i.e., rural roads, urban roads, and highway data-
sets given below. The results of this comparison are represented
in Figure 11. With respect to mAP, it is clearly seen that
YOLOv5 outperforms the other two by a significant margin.

Figure 12 represents a comparative analysis of YOLOv5
with other state-of-the-art object detection algorithms
regarding mean average precision (y-axis) and frames per
second (x-axis) for PC and CC specifications as listed below
in table. From Figure 12, it can be inferred that the YOLOv5
algorithm performs better than others in real-time detection.
It achieves an average precision between 67 and 70 and
frames per second between 65 and 124.

6. Conclusions

The proposed framework is intended to provide real-time
object detection with optimal speed and accuracy to assist
the driver. This framework is achieved by implementing
the state-of-the-art YOLOv5 algorithm. The whole frame-
work is implemented in the form of three major modules,
namely, extraction, detection, and visualization. The first
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Figure 10: Comparative analysis of state-of-the-art models of
highway dataset.
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Figure 9: Comparative analysis of state-of-the-art models of urban
road dataset.
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module, extraction, is used to obtain the feature map of the
given input. The detection module identifies and localizes
the object present in the input. The last module is used to
provide an interface that comprises alerts and warnings.
The proposed framework is applied to build the android
application called “ObjectDetect” which assists the user by
notifying them of significant events that require the user to
analyze and decide based on it. The proposed application,
“ObjectDetect,” relies majorly on a camera. With the help
of some sophisticated cameras, this system can operate
under challenging weather conditions. Hence, in the future,
we can integrate this system with other sensors, such as
LIDAR, to enhance speed and accuracy. The visualization
can be improved by integrating “ObjectDetect” with other
driver assistance technologies, such as Google Maps and
voice assistant. In the future, with the help of a cloud-
based approach, the processes can be recorded and analyzed.
The cloud-based approach also helps in increasing the acces-
sibility of the application. Raspberry pi can also be used in
order to have a smooth flow in the processes and increased
efficiency. In the future, the proposed framework can be
integrated with the electronic control unit (ECU) present
inside the vehicles.
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