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The combination of scientific and technological achievements and sports has found new opportunities to change people’s sports
habits. Sport training takes up an increasing proportion of people’s lives. In order to improve the efficiency of sports training and
standardize the training actions of players, this article is based on wireless network communication and uses different types of
recognition methods in the field of action recognition to build basic classifications. Iterative mutual training to improve
generalization performance can reduce the cost of labeling and realize the complementary advantages of different recognition
methods, thereby improving the recognition accuracy of human actions. Finally, the algorithm is used to recognize human
movements. This method can effectively overcome the problem of differential degradation of base classifiers in the iterative
process of collaborative training and further improve the accuracy of human action recognition. The experimental results
prove that the motion recognition of wireless network communication proposed in this paper can effectively improve the
accuracy of athletes’ movements, which is more than 20% higher than traditional methods, and, under the guidance of
standardized movements, can reduce athletes’ sports injuries.

1. Introduction

The ubiquitous wireless network establishes a connection
between everything and everything, so that the interaction
of the information network can be realized. In addition to
being able to complete traditional information transmission
tasks, wireless networks can perceive the activity informa-
tion of targets within their coverage areas and have received
extensive attention from researchers in recent years. With
the popularity of network deployment, no matter where we
are, we are surrounded by wireless signals. These wireless
signals form a huge wireless network that senses and moni-
tors all activities in the network coverage area. Through
wireless network communication, the shielding effect of the
target on the wireless network can be used to intelligently
perceive the human body, and the traditional wireless net-
work for communication can be evolved into an intelligent
network with human body position and motion recognition
capabilities.

In response to the strong development of the sports
industry and the rapid development of technological innova-

tion, various wearable devices and smart products have been
continuously applied in the sports industry, and somatosen-
sory technology and VR technology have been deeply
explored in the sports field. The high-tech products brought
by technology to the development of the smart sports indus-
try have quietly changed people’s lives and the trajectory of
sports. We designed a motion recognition algorithm which
was based on finite state machine based on the evaluation
of the demand analysis of motions training traffic, coupled
with existing algorithms, in extracting the communication
features of wireless network, and we also implemented and
improved the client and server side to create a motion recog-
nition system.

The movements of sports athletes are complex and diffi-
cult to recognize with current intelligent technology. There-
fore, in order to improve the recognition rate of sports
athletes, Xu and Yan analyzed the motion recognition sys-
tem based on cluster regression and improved ISA deep net-
work. Through literature survey, this article chooses ISA
neural network as the basis of the algorithm. At the same
time, this paper analyzes the shortcomings of the traditional
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ISA neural network, combines the athletes’ movement rec-
ognition needs to improve the traditional ISA neural net-
work, and builds an athlete’s movement recognition system
based on the improved ISA neural network algorithm. In
addition, this article uses the network data collection method
to construct the athlete’s action video library, analyzes the
basketball event as an example, and recognizes it through
feature judgment. Finally, this article establishes experiments
for model performance analysis [1]. Ashwan et al. proposed
a new framework for human action recognition based on
salient object detection and a new combination of local
and global descriptors. We first detect the salient objects in
the video frame and only extract the features of these objects.
Then, we use a simple strategy to identify and process those
video frames that contain salient objects. Processing salient
objects instead of all frames not only makes the algorithm
more efficient, but more importantly, it also suppresses the
interference of background pixels. We combine this method
with a new combination of local and global descriptors,
namely, 3D-SIFT and histogram of oriented optical flow
(HOOF). The resulting saliency-guided 3D-SIFT-HOOF
(SGSH) features are used together with multiclass support
vector machine (SVM) classifiers for human action recogni-
tion. Experiments conducted on the standard KTH and
UCF-Sports action benchmarks show that our new method
is superior to the most advanced human action recognition
methods based on spatiotemporal features [2]. Sun and Ma
proposed a dynamic template mechanism for the problem
of uneven brightness and sudden changes in sports competi-
tions that cause target recognition errors. In the target recog-
nition algorithm, the correlation degree of the data feature
change is fully considered, and the time control factor is
introduced when using SVM for classification. At the same
time, this study uses the unsupervised clustering method to
design the classification strategy to realize the target identifi-
cation when the environment brightness changes quickly.
Improve recognition accuracy. In addition, the machine
learning method uses the Adaboost algorithm, which opti-
mizes the algorithm in terms of fast feature selection and
dual-threshold decision-making, which effectively improves
the training time of the classifier. Finally, for complex
human postures and partially occluded human targets, this
article proposes to express the entire human body through
multiple parts. Experimental results show that this method
can be used to detect multiposture and partially occluded
sports athletes in complex backgrounds, and it provides an
effective technical means for detecting the action character-
istics of sports games in complex backgrounds [3]. These
studies have a certain reference effect for this article, but
the data samples of these studies are insufficient, and the
research time and research methods are too narrow to be
widely applicable in reality.

In the process of motion recognition algorithm research,
this paper adopts a finite state machine model based on tem-
plate matching feature description and proposes a general
motion recognition algorithm model, which can be reused
to add new motion recognition, reducing repetitive work
and increasing the extensibility of the system. The precise
model design for each standard movement in sports recogni-

tion has scientific guiding significance for the requirements
of sports training movement specifications during use. At
the same time, the collection and sorting of sports training
movement conditions can scientifically formulate sports
training prescriptions to maximize the benefits of exercise
on physical health.

2. Footprint Extraction and Sports Training
Action Recognition Method

2.1. Action Recognition. Early motion recognition research
mainly used some mobile devices to obtain information.
Although a large amount of motion data can be obtained
from the device, this is due to efficiency, cost, environmental
constraints, and other reasons [4]. There are major flaws,
and the scope of research is limited. With the popularization
and update of video equipment, it is now mainly to collect
motion data through vision, that is, to conduct motion rec-
ognition research through video data.

Information processing refers to the processing of col-
lected related action information data, mainly using related
machine learning algorithms to create related data models.
The standard model is to learn data, that is, to update the
model parameters to give it a humanized appearance. Cogni-
tive experience is able to discern new data. Motion recogni-
tion can conduct professional analysis of human motion [5,
6]. For example, analyzing the sports behavior of an athlete
can identify the wrong sports behavior and then correct his
behavior. In terms of intelligent monitoring, such as taking
care of the elderly and children, analyzing whether the
elderly’s daily behavior is normal, it can detect abnormal
behaviors of the elderly, such as physical discomfort or faint-
ing after a long time. It is very important to predict whether
children’s behaviors and actions are dangerous in combina-
tion with the scene they find themselves in, to send omen
information to the outside world in time, and to monitor
the safety of human life in real time [7].

In action recognition, action data is a kind of data that
changes over time. An action sequence contains dozens of
gesture frames. The gesture sequence is an action [8].
Actions and actions are continuous actions and more com-
plex interactive actions, which become more and more diffi-
cult. The framework of the motion recognition algorithm is
shown in Figure 1.

Recognition of actions is the studying of human-cen-
tered, natural, instinctual, and interactive methods that con-
form to human habits. And this has become a hot topic of
research. Considerable research progress with human action
recognition techniques is being achieved at all levels, the
emergence of many excellent learning algorithms, but there
are still many problems on how to design an efficient and
robust recognition scheme [9]. The main difficulties and
challenges are

(1) Changes within and between action types. For the
same action category, due to zooming, even if it is
done by the same person, the video image rendering
size may be different. For example, you can walk in
different scenes. Walking speed directly affects step
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length, and from different angles, it also shows dif-
ferent temporal and spatial characteristics. There-
fore, this is also an urgent research topic in the
field of human behavior recognition

(2) The ability to generalize the model [10]. At present,
in the field of action recognition, most actions are
recognized through a single method. Both model-
based methods and statistical probability methods
have their own limitations, which limits the possibil-
ity of model generalization to a certain extent. In the
standard method, for example, there was significant
performance degradation when there were insuffi-
cient labels, whereas statistical probability methods
were significantly degraded when classes overlapped

2.2. Action Characteristics. The human body is made up of
multiple frames of one energy. Each frame was a single atti-
tude. In stopping sequence, the whole action is described,
which is processed to characterize the attitude and then
completes the representation of the whole action [11, 12].
These can describe the action well and match the human
action. In the case of static features, global information
about the human subjects can be better in representation
and provide valid information for determining the action.

A certain frame in the human body motion sequence
data is represented by the three-dimensional coordinates of
20 joint points in space, where the parent joint point of a
certain limb is ðxf , yf , zf Þ, and the child joint point corre-
sponding to it is ðxi, yi, ziÞ. The coordinate system where
they are located is the world coordinate system, with the par-
ent joint point as the origin of the local spherical coordinate

system, and the original coordinate system is translated to the
coordinate system with the parent joint point as the origin.
Then, the coordinate transformation formula is as follows.
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Among them, ðx, y, zÞ is the converted coordinate of the
child joint point, the connection line between the child joint
point and the coordinate origin, that is, the parent joint point,
and the direction is from the coordinate origin to the child
joint point. The included angle between it and the positive Z
axis is ϕ, the value range of the included angle is ð0°, 180°Þ,
and its calculation formula is as follows:

ϕ = arccos zffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 + y2 + z2

p
 !

: ð2Þ

In practical applications, when the subjoint points are
around the positive axis, the amplitude of actions performed
by different people is different, which results in an excessive
sudden change in the angle and affects the recognition effect.
The calculation method of the included angle θ is

θ =
arctan y

x
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Figure 1: Motion recognition algorithm framework.
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After calculating the human action model, an overall pos-
ture of the human body can be expressed as

pt = θi, ϕið Þ i = 1, 2,⋯, 10jf g: ð4Þ

In order to control the classification noise of the generated
pseudolabeled samples, we start with improving the accuracy
of the data, first calculate the prediction confidence of the
unlabeled data, then sort it, and select the higher ones to add
to the labeled samples to expand the training set. For unla-
beled data, the classifier can calculate a predicted probability
for each action recognition category:

p y = cj xij� �
= dm xð Þ

k
: ð5Þ

Among them, k is the number of neighbor samples set,
and dm is the number of neighbors of different categories
included in the test sample. It is sometimes not reasonable to
consider the maximum predicted probability of a class as a
degree of confidence. Therefore, we adopt a new confidence
calculation standard: the calculatedmaximum predicted prob-
ability value minus the second largest predicted probability
value to express the size of the confidence.

C xið Þ = P y = cmax j xij� �
− P y = csub‐max j xij� �

: ð6Þ

Second, for the base classifier SVM, since it classifies sam-
ples through the hyperplane, it does not calculate the predicted
probability of the class. Further, we have improved the strategy
of adding pseudolabels. Traditional collaborative training
often adds pseudolabeled data to labeled samples in a single
manner based on the confidence level. We estimate eðhiÞ error
rate:

e hið Þ = 〠
k

j=1
PU hijð Þ − PL y = jð Þj j: ð7Þ

The trained model is returned to the frame-level labeling
of the training data, and each frame of the action sequence is
labeled at the pose level, which is the state labeling in the
model. The node of the path with the highest probability
among all single paths is

ψt ið Þ = arg max δt−1 ið Þaij
� �

: ð8Þ

Initialize first

δ1 ið Þ = πibi o1ð Þ, 1 ≤ i ≤Nð Þ: ð9Þ

Each new time corresponds to a new stage in the algo-
rithm. Then, the recurrence formula for time point is as
follows

ψt jð Þ = arg max δt−1 ið Þaij
� �

: ð10Þ

Optimal path backtracking:

q∗T = ψt+1 q∗t+1ð Þ, t = T − 1, T − 2,⋯, 1: ð11Þ

For every situation being dealt with, it is a node and is
considered to be the leader of the world’s best route. All
these points will be deleted after the backtracking operation,
except for the last one.

The customization of data is based on the premise of
which distribution it conforms to, and then training and
analysis are performed according to the hypothetical distri-
bution model. Therefore, learning the distribution of feature
data according to the energy model can solve all the above
problems.

E v, h θjð Þ = −〠
n

i=1
aivi − 〠

m

j=1
bjhj: ð12Þ

Among them, θ is the parameter model, ai is the bias of
the visible layer unit, bj is the bias of the hidden layer unit,
and Wij is the connection weight between the visible layer
and the hidden layer. The joint probability distribution that
can be obtained according to the energy function ðv, hÞ is as
follows

Zθ =〠
v,h
e−E v,h θjð Þ: ð13Þ

Which ZðθÞ is represents the normalization factor in the
calculation of joint probability. The likelihood function
solved through specific calculations can be expressed as

p v θjð Þ = ∑he
−E v,h θjð Þ

Z θð Þ : ð14Þ

According to the state of the hidden layer unit, the for-
mula for obtaining the visible layer unit in reverse is

P vi = 1 h, θjð Þ = σ ai +〠
j

Wijhj

 !
: ð15Þ

The specific solution algorithm of the function PðvjθÞ is
to use the contrast divergence algorithm, and the specific
solution process will be described below in conjunction with
specific applications.

Evidence theory is a reasoning method for solving uncer-
tain problems. It is a theory based on a nonempty recogni-
tion framework (or hypothesis space). For any hypothesis
in the problem domain, it satisfies

f σð Þ = 0, ð16Þ

〠
A∈Θ

f Að Þ = 1: ð17Þ
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The synthetic formula of evidence theory is

f Að Þ = 1
1 − k

〠
A1∩A2

f1 Ai1ð Þ ∗ f2 Ai2ð Þ: ð18Þ

Finally, given a set H, for each category j, use the evi-
dence fusion formula to synthesize the evidence to obtain
an evidence function, as shown in the following formula:

f j x Hjð Þ = at ið Þaijbj ot+1ð Þβt+1 jð Þ
∑N

i=1∑
N
j=1at ið Þaijbj ot+1ð Þ

: ð19Þ

β is the backward variable obtained through the
backward algorithm. The user behavior model parameter
expression obtained by using the intermediate variable is
as follows:

�aij =
∑T−1

t=landotγt jð Þ
∑T

t=1γt ið Þ
: ð20Þ

2.3. Wireless Network Communication. By the development
of wireless networks, the environment we live in is filled at
the moment with signals such as WiFi, FM, and Zigbee.
They have realized the coverage of the whole city and pro-
moted the development of a series with new emerging
technologies, like the Wireless Network, Smart Space,
and Smart City. These emerging applications meet the
growing needs of people, make their lives more convenient
and continuously improve their quality of life. Penetrating
wireless networks enable connections being made between
everything so that information network interaction can be
achieved [13, 14].

In addition to being able to complete traditional infor-
mation transmission tasks, wireless networks can perceive
the activity information of targets within their coverage
areas, and they have received extensive attention from
researchers in recent years [15]. With the popularity of net-
work deployment, no matter where we are, we are sur-
rounded by wireless signals. These wireless signals form a
huge wireless network that senses and monitors all activities
in the network coverage area. When the target moves within
the range of the wireless network, it will affect the signal such
as occlusion, refraction, and reflection, which will change the
propagation mode of the signal. When the target is in a dif-
ferent position, the affected wireless link is different; when
the target performs differently, the mode of influence on
the wireless link signal is also different [16].

Target activities in the wireless network deployment area
will inevitably have an impact on the wireless link. The tar-
get is in a different location or performs different behaviors,
and the impact on the wireless link is also significantly dif-
ferent [17]. The position of the human body is different,
the wireless link covered by the target is different, the motion
amplitude and frequency domain performed by the human
body are different, and the influence on the wireless link sig-
nal is also different, which is reflected in the average size of
the link, variance fluctuation, and energy concentration,

the frequency band, and other aspects [18]. Current research
has explored the corresponding relationship between these
characteristic changes of wireless signals and the target state,
but the current research results cannot meet the needs of
large-scale implementation of wireless networks. As a basic
technology, the wireless network-based footprint extraction
and sports training action recognition technology have made
the traditional wireless network used for transmission and
communication evolved into an intelligent network with
comprehensive perception capabilities such as location and
behavior.

Wireless network communication is a distributed net-
work system that collects information by a series of minia-
ture sensor nodes and transmits information through
wireless communication. Sensor networks are widely used
in industry, medical and health, agriculture, transportation,
and other fields [19], such as monitoring various physiolog-
ical data of the human body and hospital drug management.
Special-purpose sensor nodes are installed on the patient’s
body, such as heart rate and blood pressure monitoring
equipment. The doctor can check the patient’s condition at
any time through the sensor network, and if there is an
abnormality, it can be rescued in time. Because the wireless
sensor network has the characteristics of low cost, flexibility,
ease of use, reliability, and security, it can bring a good user
experience [20].

Behavior recognition research can be roughly divided
into two directions: one is the recognition method based
on image vision, which uses image equipment to generate
pictures or videos and monitor user behavior from them.
Taking the video data provided by the image equipment as
input, a moving human segmentation algorithm based on
the inter-frame difference and an improved CV model is
proposed. This algorithm can solve the problem of moving
human behavior recognition in complex situations and can
provide real-time alarms to the surveillance security system
[21]. The other is to monitor user behavior through sensors.
The sensor monitoring process is completely transparent to
the user and will not affect the daily life and work of the
monitored person. The sensor readings are collected by a
computer network and stored in a database, which is used
for pattern recognition and prediction.

The method of enhancing user behavior characteristics,
in view of the concurrency of behavior and the diversity of
peer behavior, proposes an algorithm to enhance the charac-
teristics of sensor data and uses the feature enhancement
coefficient to express the feature recognition ability of behav-
ior, in order to highlight the characteristics of behavior data.
Characteristics, time sequence characteristics are added to
behavior characteristics, and the physical meaning of behav-
ior data is improved to make it easier to understand [22, 23].
Although this method solves the problem of concurrency of
behavior, it ignores the problem of similarity of behavior.
Some studies use Hidden Markov Model to segment the
user’s daily behavior sequence. There are studies using
Hidden Markov Model to classify the user’s daily behavior
sequences, proposed a method which based on Hidden
Markov Model with dynamic segmentation of continuous
action sequences for the existence of continuity for actual
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actions for the characteristics of multisensor data fusion, the
results of which directly affect the accuracy of action recog-
nition, and at the end, the average recognition accuracy of
89% was obtained using SVM [24, 25].

As shown in Figure 2, the system architecture mainly
includes the following main modules: the filter module based
on wavelet transform, apply wavelet transform on the RSS
variation, which retains the data in the low-frequency por-
tion of the signal and discards to the high-frequency band
data, to effectively remove the multifrequency noise; feature
extraction module based on deep learning, using sparse
autoencoding network to automatically learn complete fea-
tures from the input signal; system fine-tuning and classifi-
cation module based on softmax, input the learned features
into the softmax system, using supervised. The training
method fine-tunes the system parameters and realizes the
estimation of the target position and the recognition of
behavior and gestures [26, 27].

3. Action Recognition Experiment and Results

3.1. Database Display. In this article, we use KTH and the
sports movement database collected by our university, which

is a human action data widely used in human action recog-
nition, where each person in the video performs multiple
repetitive actions in different scenes to generate video sam-
ples, which are adapted to the study of various human action
problems, such as the study of human action methods under
cross-view, human action recognition methods, and action
recognition methods between human interaction. The col-
lected database samples are shown in Figures 3 and 4.

In the multi-instance and multifeature learning method,
I used the multi-instance learning method based on the RBF
kernel function. Each sample was used as a package, and the
1000-dimensional feature vectors of 3 different features of
each video were used as examples in the package. Multi-
instance learning is applied to the multifeature representa-
tion of samples. In the training process, all samples of the
current action are taken as positive packets, and samples of
other actions are taken as negative packets, and finally, a
classifier for each action type is obtained. The experimental
results are shown in Figure 5.

It can be seen from the figure that the feature vector con-
sumed by the wireless network communication classifier
used in this article is generally lower than other methods
in the recognition of various actions, which shows that

Link 1
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Wavelet
filtering

Feature map

Feature extraction
Deep learning

model Softm max

Classification

Wavelet
filtering

Wavelet
filtering

Link j
Variation

Link J
Variation

Figure 2: The overall framework of the system.
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Figure 3: KTH sample diagram.
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wireless network communication is superior to other
methods [28–31].

3.2. Comparison of Experimental Results. In order to com-
pare the recognition effect between different methods more
intuitively, we compare the recognition effect of the method
in this article with the traditional method, as shown in
Figure 6.

It can be seen that on the average, the network commu-
nication method used in this article is better than the tradi-
tional recognition method when squatting and standing,
while it is slightly lower than the traditional method when
the arm is swinging, and the recognition when moving.

Above, there is little difference between the two methods.
In order to better determine the difference between the dif-
ferent methods, we make statistics on the difference in the
closure value between the different methods, as shown in
Figure 7.

It can be seen from the figure that the movement of
walking is faster than other movements, so the correspond-
ing zero-crossing point value is relatively large, and the peak
value can reflect the magnitude of the target action. The tar-
get’s behavior during the squatting process is relatively large.
The variance is also relatively large, reflecting the degree of
signal convergence in a certain frequency band. Let us take
the football and basketball actions in our school’s database

Figure 4: Sample data collected by our school.
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as an example to compare the recognition effects between
them. We first binarize the pictures, as shown in Figure 8.

After the picture is binarized, we use the wireless com-
munication in this article to process and recognize and com-
pare the recognition results with traditional recognition
methods, as shown in Figures 9 and 10.

It can be seen from the recognition results that
Figures 9(b) and 10(b) are the results of using traditional
feature recognition, and both recognition uses the selection
model of the school’s data. The comparison of the recogni-
tion results shows that the traditional recognition results
are significantly lower than the recognition results based
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Figure 6: Feature performance comparison.
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on the combination of characteristics of wireless communi-
cation used in this article. The addition of wireless commu-
nication can improve the recognition effect and is more
suitable for the recognition of actions. This is because it pre-
dicts and selects pseudolabeled samples based on multiple
base classifiers. Through the introduction of wireless com-
munication, the accuracy of labeled samples is improved
while the classification noise of training samples is better
controlled. But the traditional method does not effectively
solve the problem of distributed noise, so the classification
result is slightly lower than the method we proposed.

At the same time, we also added the prediction results of
the selected base classifiers KNN and SVM for comparison,
which themselves are supervised learning methods. It can
be seen from the table that the accuracy of our method has
been significantly improved under different number of
labeled samples, which further verifies the point of view in
the previous section, as shown in Table 1.

It can be seen from the table that when the number of
labeled samples is 220, the performance improvement of
the classifier is the fastest. When the number of samples is
660, the existing labeled sample data can be used to train a
classifier with better performance. By continuing to add
unlabeled data, the performance of the model cannot be
effectively improved.

In the process of system testing, many people have done
multiple system tests for the motion recognition algorithm.
15 boys and 5 girls were invited to use a test experiment last-
ing 5 days each day, and 200 test samples were obtained. The
recognition rate of exercise and the accuracy rate of exercise
result evaluation are statistically shown in Table 2. Among
them, the standing long jump is defined that the difference
between the measured distance and the true distance is accu-
rate within 2 cm.

The test results show that the system has a very high rec-
ognition rate for sports, and the motion recognition function
is very reliable, but the accuracy rate, except for the standing
long jump, has reached the level of consumer-grade prod-
ucts, including pull-ups and squats. In order to explore the
problem of low accuracy of standing long jump, a more
detailed investigation was carried out. The comparison table
of standing long jump test and actual distance was obtained
by jumping from near to far within the effective visual range,
and the results are shown in Table 3.

Analyzing the following experimental data, it is found
that there are hidden dangers in the measurement distance
accuracy of less than 1.4m and greater than 2.2m. There

(a) Binarized original image (b) Traditional recognition (c) Wireless communication recognition

Figure 9: Basketball recognition results.

(a) Binarized original image (b) Traditional recognition (c) Wireless communication recognition

Figure 10: Football recognition results.

Table 1: Comparison between the method in this paper and other
methods.

Number
of marks

SVM KNN Co-RAINING MCM
Method of
this article

220 0.47 0.51 0.60 0.75 0.77

440 0.64 0.66 0.69 0.77 0.80

660 0.73 0.74 0.76 0.77 0.79

Accuracy 0.61 0.66 0.69 0.76 0.79

Table 2: Experimental test analysis table.

Exercise type
Number of
exercises

Motion recognition
rate

Accuracy

Pull-ups 197 100% 99.2%

Squat 199 98% 97.3%

Stand too far 593 97.7% 88.7%
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may be several reasons for this problem: due to the visual
detection of the somatosensory technology sensor, the detec-
tion distance of the ambient light will affect the accuracy of
the environment detection, resulting in errors, and the infor-
mation received by the sensor will cause a certain point col-
lected by the camera to cause a certain image. The distortion
of the image, especially the extreme position of the image,
coupled with the height of the installation, will cause system
errors [32]. In the algorithm, the complexity of long jump is
much greater than the other two sports. Among them, the
rapid movement of the long jump has affected the algo-
rithm’s estimation of the foot size and the accuracy of the
calculated distance. Compare the parameters under different
algorithms, and the results are shown in Table 4.

Comparing the test results of the two databases and
other algorithms, it can be seen that the model action recog-
nition in this article can achieve higher recognition results.
Comparison of test results in the AS1 data set. The result
of the first test is lower than the traditional model, while
the results of the other two tests are higher. This is because
in the Test One test, only 1/3 of the training data is used
for training, and there are fewer training samples. The gen-
eral deep learning model generally has inadequacy when
processing data with fewer training samples. We compare
it with other algorithms, as shown in Table 5:

From the summary of the table, it can be seen that in
most cases, the speed and accuracy of the algorithm in this
article are higher than those of other methods.

4. Discuss

4.1. Algorithm Comparison. The recognition rate of the algo-
rithm proposed in this paper is higher than that of the tradi-
tional algorithm, and the recognition accuracy is increased
by 1.3% and 2.6%, respectively. The reason is that the former
first generates multiple classifiers, then predicts the unla-
beled number, and selects the highly confident ones to be
added to the training set for further training of the base clas-
sifier, during which no new classifiers are generated. There-

fore, as the number of cycles increases, the differences
between classifiers gradually disappear. And if the initial
sample data is not sufficient, it will also affect the accuracy
of the classifier. The latter is based on the boosting method.
Although a new classifier is generated during the iterative
training process, and pseudolabeled data is selected by com-
bining the confidence level and the similarity between the
samples, it uses all the classifiers in the set to label the sam-
ples. Because the performance of earlier classifiers is often
poor, the prediction effect of this method is not as good as
that of selective recognition. In essence, these two methods
are self-training methods. Our proposed wireless network
communication retains the newly generated intermediate
classifiers in the iterative training process and then predicts
and selects unlabeled samples through different screened
base classifier groups, which expands the difference between
classifiers. Finally, the base classifiers are integrated based on
evidence theory to improve the recognition performance of
the system.

The accuracy of the traditional algorithm improves fas-
ter in the initial stage of iterative training, but the latter is
relatively flat compared to the algorithm we proposed. The
main reason is that the difference of the classifier is reduced.
The method we propose is essentially the collaborative train-
ing of two different base classifier groups. By selecting a clas-
sifier with good performance based on the pseudovalidation
set, it can not only reduce the cumulative effect of errors in
the self-training process but also effectively slows down in
the iterative training processes, the difference of the base
classifier is reduced.

4.2. Human Action Recognition. This paper proposes wire-
less network communication for sports training action rec-
ognition. This method uses two different classifiers of KNN
and SVM to construct a base classifier. The difference

Table 3: Standing long jump distance test table.

Test distance (m) 0.62 0.81 1.08 1.17 1.21 1.28 1.33 1.45 1.52 1.68

Actual distance (m) 0.55 0.74 0.99 1.08 1.18 1.26 1.27 1.43 1.54 1.68

Test distance (m) 1.71 1.77 1.87 1.94 2.07 2.09 2.21 2.27 2.27 2.31

Actual distance (m) 1.74 1.76 1.88 1.95 2.09 2.09 2.11 2.20 2.29 2.36

Table 4: Comparison of recognition rates of different methods on
the database.

Cross subject test Test one Test two
AS1 AS2 AS3 AS1 AS2 AS3 AS1 AS2 AS3

Hu 72.8 71.8 78.1 89.4 88.9 96.2 92.3 91..8 95.2

Cao 86.8 84.4 62.4 97.4 95.6 92.4 97.5 96.8 93.8

Shi 87.6 86.6 87.2 — — — 97.7 97.2 94.7

Our 88.1 79.4 85.6 93.8 89.4 95.5 97.5 95.6 94.6

Table 5: Comparison of recognition rates of different methods on
the database.

Action Hu Cao Shi Our

Walk 95.5 89.9 91.9 100

Sit down 90.4 99.8 95.9 99.9

Stand up 92.4 99.9 99.9 97.8

Pick up 96.4 100 98.7 99.7

Carry 97.4 68.5 72.4 92.6

Throw 58.9 94.9 87.8 89.9

Push 81.4 89.5 74 93.5

Pull 92.4 98 97 100
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between the largest and the second largest probability of the
predicted sample category is used to define the sample pre-
diction as the category with the largest predicted probability.
For a subset of unlabeled samples in the training set, use a
classifier to predict unlabeled samples, take a certain per-
centage of samples before the confidence of the predicted
category as pseudolabel samples, and add them to the train-
ing set of another classifier. Design the classification decision
of the base classifier combination to realize the classification
and recognition of test samples. This method is used for
video action recognition. The experimental results show that
this method can effectively improve the accuracy of video
action recognition and reduce the workload of class labeling
of action samples when the number of labeled action sam-
ples is insufficient.

In view of the increasing number of iterations of collab-
orative training, the difference of the base classifier gradually
degenerates, inspired by ensemble learning, the use of
ensemble learning to create the difference of the base classi-
fier. This method divides the base classifier into two sets and
selects different sample sets for initial training of the classi-
fiers in the two sets. Defines a confidence calculation method
based on the edge of the largest evidence, selects a certain
proportion of unlabeled samples by category, and uses these
two sets of classifiers to identify these unlabeled samples. If
the two sets of classifiers identify the category with the high-
est total confidence of the sample category, if they are consis-
tent, the sample is used as the pseudolabel sample of this
category and added to all training sets for iterative training
of each classifier. After the iterative training is over, the base
classifier group is selected according to the performance and
prediction closeness of the newly generated base classifier on
the pseudovalidation set. Use the confidence of the sample
class based on the edge of the largest evidence to predict
the class of the test sample. This method is used for video
action recognition, and the experimental results show that
this method effectively reduces the differential degradation
of the base classifier and further improves the accuracy of
human action recognition.

5. Conclusions

Human action recognition is currently a hot and challenging
research topic. Although this article has achieved certain
research results in semisupervised recognition methods,
there are still many problems in the field of human action
recognition that need to be resolved. In real scenarios, under
the influence of complex factors such as noise, occlusion,
and shadow, the recognition effect is often not satisfactory.
Moreover, due to the limitation of the storage capacity of
the actual storage system, low-resolution human motion
videos are often recorded. Although many scholars have
conducted research on these issues, there is still a lack of sys-
tematic and universal methods. Therefore, more research is
needed to solve these practical problems. Of course, there
are some shortcomings in the research of this paper. The
data used is only from two databases, and there may be some
missing samples. Moreover, due to the limitation of the stor-
age capacity of the actual storage system, low-resolution

human motion videos are often recorded. Therefore, more
research is needed to solve these practical problems.
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