Hindawi

Wireless Communications and Mobile Computing
Volume 2023, Article ID 9837408, 1 page
https://doi.org/10.1155/2023/9837408

Retraction

WILEY | Q@) Hindawi

Retracted: Electronic Communication Fault Signal Recognition

Based on Data Mining Algorithm

Wireless Communications and Mobile Computing

Received 18 July 2023; Accepted 18 July 2023; Published 19 July 2023

Copyright © 2023 Wireless Communications and Mobile Computing. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an inves-
tigation undertaken by the publisher [1]. This investigation has
uncovered evidence of one or more of the following indicators
of systematic manipulation of the publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and the
research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our confi-
dence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice is
intended solely to alert readers that the content of this article is
unreliable. We have not investigated whether authors were
aware of or involved in the systematic manipulation of the

publication process.

Wiley and Hindawi regrets that the usual quality checks did
not identify these issues before publication and have since put
additional measures in place to safeguard research integrity.

We wish to credit our own Research Integrity and Research
Publishing teams and anonymous and named external
researchers and research integrity experts for contributing to
this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their agree-
ment or disagreement to this retraction. We have kept a record
of any response received.

References

[1] J. Luo, “Electronic Communication Fault Signal Recognition
Based on Data Mining Algorithm,” Wireless Communications and
Mobile Computing, vol. 2022, Article ID 9641328, 8 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9837408

Hindawi

Wireless Communications and Mobile Computing
Volume 2022, Article ID 9641328, 8 pages
https://doi.org/10.1155/2022/9641328

Research Article

WILEY | Q@) Hindawi

Electronic Communication Fault Signal Recognition Based on

Data Mining Algorithm

Jun Luo

Guangzhou College of Technology and Business, Guangzhou, Guangdong 510850, China

Correspondence should be addressed to Jun Luo; 31115326@njau.edu.cn

Received 2 June 2022; Revised 23 June 2022; Accepted 1 July 2022; Published 13 July 2022

Academic Editor: Balakrishnan Nagaraj

Copyright © 2022 Jun Luo. This is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In order to solve the technical problem of fault signal recognition in the field of communication, this paper proposes an electronic
communication fault signal recognition method based on data mining algorithm. Firstly, the K-means clustering algorithm is used
to determine the cluster number k according to some attributes or class characteristics of the communication class samples, and
the communication sample types are classified into a certain class so that the communication sample data in the cluster can be
closely distributed and the data within a certain class range can be calculated by Euclidean distance formula. Then, this paper
clusters the data. In the clustering data, BP neural network model is used to train and calculate the obtained clustering data
again, which can map and deal with the complex nonlinear relationship between the fault information data of different
clustering categories. The results show that the final error accuracy can be raised to about 20% by using the method in this
paper. Conclusion. The algorithm designed in this paper can quickly predict the factors affecting the communication and find

the communication fault information.

1. Introduction

Network communication plays a very important role in
the rapid development of information technology. With
the rapid development of information technology, the com-
munication network is also developing rapidly with an
unprecedented trend. The types of services provided by the
communication network to people are constantly increasing
and updating. It is playing a more and more important role
in the whole human social economy, social activities, and
daily life [1]. All these show that the communication network
is no longer just a medium of mutual communication, but a
distributed information processing platform that provides
comprehensive services for human beings. Therefore, only
scientific and effective management of communication net-
work can ensure the accurate and uninterrupted operation
of important communication services. Among them, the
fault management of communication network is a very
important link [2].

With the development of the Internet and high-tech
industries, a large number of data are produced all the time
in the manufacturing industry, service industry, and all

aspects of human life. How to extract the essence from the
massive historical data and obtain valuable knowledge and
laws for human society and scientific and technological
progress is one of the issues favored by many scholars [3].
Datamining technology is a deep-seated data analysis
method. Using data mining technology, we can obtain
potentially valuable information from massive historical
data and express the mined useful information in the form
of rules or concepts. Applying these rules or concepts to fault
diagnosis can provide support for decision-making.

Data mining is an interdisciplinary research field. The
so-called data mining is the process of finding information
of interest from a large number of irregular and potential
data [4]. The typical application of data mining in the com-
munication field is to analyze and discover the correlation
rules of alarms based on historical alarm data and use the
discovered rules to analyze and predict the possible faults
of network components, thus reducing the work intensity
of network management personnel and improving the work
efficiency [5]. Data mining can analyze the existing alarm
information (including historical alarm data and current
alarm data) to obtain the association rules between alarms.
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These valuable rules can be used for the location and detec-
tion of network faults and the prediction of serious faults.
According to the analysis of the current alarm information,
we can get the possibility of various subsequent situations,
which plays a role in preventing dangerous events, so that
the communication network can operate safely [6]. The
advantage of data mining method is that it does not need
to know the network topology relationship. When the net-
work topology changes, it can automatically find new alarm
correlation rules by analyzing the historical alarm records
[7, 8]. Therefore, the alarm correlation analysis system based
on data mining can quickly adjust to the dynamic communi-
cation network and solve the new problems in the communi-
cation network.

2. Literature Review

In the context of the increasing number of substations, in
order to ensure the safe and stable operation of substations,
higher requirements are put forward for substation duty per-
sonnel. As the most important helper of duty personnel, the
importance of the monitoring background is becoming
increasingly prominent. The substation monitoring back-
ground has four types of signals: telemetry, remote signaling,
remote control, and remote regulation, which covers all the
power equipment (primary, secondary, and automation
equipment) in the substation. It can not only monitor the
normal operation of the substation, but also, when the power
equipment fails, the monitoring background can timely send
an alarm signal to remind the personnel on duty. With the
increase of the number of substations, the number of power
equipment is increasing, which means that the types and
number of substation monitoring background alarm signals
are also increasing. If there are no new technologies and
methods to improve the monitoring background, the substa-
tion duty personnel will be more and more overwhelmed [9].

Data mining technology refers to extracting interesting
(nontrivial, implied, and potentially useful) information or
patterns from large databases. Since the 1990s, it has been
gradually studied and applied. Xie and others proposed the
diagnosis function of fault information extracted from the
system model by using data mining and algorithm [10].
Cui and others proposed several evaluation methods to
determine the relative significance of input variables in the
data mining model. Several methods are applicable to classi-
fication tasks, and the practicability and accuracy are evalu-
ated according to the characteristics of fault diagnosis [11].
Bai and others studied the ability of using data mining to
predict faults and find anomalies early [12]. Farhadi and
others studied and defined the alarm information syntax
model and theoretically studied the feasibility of mining cor-
relation data from alarm data containing a lot of noise using
the alarm correlation rule data mining algorithm [13].
Asami and others proposed to build a fault diagnosis plat-
form, exchange and share diagnosis and maintenance infor-
mation, and make maintenance plans according to their own
experience and site conditions [14]. Zhou and others intro-
duced the data mining model in the relay protection fault
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information processing system and proposed a data mining
technology based on rough set theory [15] in view of the
possible distortion of information in the formation and
transmission of real-time information based on diagnosis.
Moayedi and others introduced data mining technology into
the research of Power System SCADA alarm information
noise data identification. Based on the decision tree algo-
rithm commonly used in data mining technology classifica-
tion and analysis methods, a data classifier is designed and
implemented. They judge and analyze SCADA alarm infor-
mation of power system, discover classification rules, and
then eliminate SCADA remote signaling noise data, which
is an effective attempt of data mining technology in the anal-
ysis and research of power system alarm information [16]. Li
and others use association rule mining for attribute reduc-
tion, modify the threshold for interactive mining, directly
extract the best combination of attribute reduction, and then
use the reduction decision table formed by the best combi-
nation of attribute reduction and interactive mining of asso-
ciation rules to carry out diagnostic reasoning for fault
information in various cases [17]. Liu and others proposed
a new distribution network fault diagnosis technology based
on hybrid data mining method in view of some defects of
single data mining method in distribution network fault
diagnosis [18].

This paper classifies the communication fault informa-
tion through the clustering analysis algorithm and then
quickly diagnoses the communication data fault type
according to the BP neural network model, which provides
a valuable technical reference for the healthy and green
operation of the smart grid. At the same time, it also has
good academic research significance and engineering appli-
cation value.

3. Research Methods

3.1. Fault Information Analysis Framework System. In this
paper, a communication fault information recognition
method based on data mining algorithm is designed, which
combines the clustering analysis algorithm with BP neural
network to extract, process, analyze and calculate the inter-
ference information in the communication system, and
obtain the fault signal. In the design of this paper, a fault
information analysis architecture diagram is also proposed,
as shown in Figure 1. In Figure 1, it mainly includes infor-
mation collection part, information calculation part, and
data information management part.

In the information acquisition part, a large number of
information acquisition units are set up in the communica-
tion information system. The information acquisition unit
includes a variety of sensors, such as vibration sensor, tem-
perature sensor, humidity sensor, and magnetic field sensor.
These sensors are used to collect various vibration, tempera-
ture, humidity, and other signals in the communication sys-
tem. Then, users extract the features of these sensing
information, input the extracted features to the computer
processing system for storage, and perform data analysis,
diagnosis, and display at the computer processing system.
In this paper, the clustering algorithm is used to classify
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FIGURE 1: Schematic diagram of fault information analysis framework system.

the collected information data, classify and learn the inter-
ference factors that affect the communication, and obtain
the range of fault information. Then, the BP neural network
model is used to further analyze and calculate a small cate-
gory of data. By mapping and processing the complex non-
linear relationship of a certain data type, the accurate
estimation and detection of fault information in the commu-
nication system can be realized. The final data is monitored
by the monitor, and the user is informed of the fault condi-
tion through the waveform display [19].

In the design of this system, the data processed by cluster-
ing algorithm and BP neural network model are available for
user diagnosis and analysis in the general monitoring center.
In the general monitoring center, the user can clearly see the
processing data and clearly describe the fault signal according
to the data processing. Fault data can also be transferred to the
cloud through the Internet, and data storage can be realized in
the cloud. The data in the general monitoring center is
remotely transmitted to the remote upper management center
through the industrial CAN bus or other communication pro-
tocols (TCP/IP) and the remote communication network for
monitoring by the management personnel at a higher level.
According to the monitoring data, the value of the lower man-
agement unit is used as the control guide.

3.2. Fault Information Analysis Algorithm. In this paper, the
model of the K-means cluster algorithm and the BP neural
network algorithm are combined to solve the communica-
tion failure signal as shown in Figure 2. A cluster is a set of
statistical analysis methods that divides a research object
into relative quality groups (clusters) that can group a collec-
tion of physical or abstract objects into many categories of
similar objects. The BP network algorithm model is a multi-
layer transmission network prepared according to the error
feedback algorithm and can learn and store a large number
of input and output pattern mapping relationships. In this
way, the accuracy of information fault signal evaluation is
greatly improved. The following describes [20] in detail.

3.2.1. Clustering Analysis Algorithm. In the design of this
paper, K-means algorithm of clustering analysis algorithm

is used to cluster the fault information types, and K-means
algorithm can deal with the unlabeled data. As shown in
Figure 3, the main steps are as follows:

(1) Extract the sample data and select the center point of
the initial cluster. That is, K fault information sample
data are randomly extracted from the sample data
including temperature, vibration, power grid fault,
load, humidity, harmonic, magnetic field, and power
grid ripple, and the sample data is taken as the center
of the initial value dataset (sample cluster). In this
step, the steps of data preprocessing are included.
In this step, a threshold for the number of iterations
can be set

(2) Divide the points of the sample cluster and divide
the points of each sample data cluster into sample
clusters represented by centers that are relatively
close to them, i.e., points that are relatively close to
the center point of the original cluster divided into
one class. In this step, we enter the distance formula
to obtain the following equation:

n
Z .X _yz _xiy%’ (1)
i=1

where x and y, respectively, represent different sam-
ples; n represents the dimension of the fault data
sample; and d(x, y) is the Euclidean distance. Using
the above formula, the distance between each fault
signal sample data and these central sample parame-
ters is calculated according to the center point of the
cluster sample of each fault data, and the corre-
sponding fault information data is redivided accord-
ing to the minimum distance.

(3) The center point of each sample data point in a dif-
ferent sample cluster is used to represent the center
point of the sample cluster. According to the differ-
ence of parameter data, the distance between the
center point of each sample data and these cluster
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TaBLE 1: Calculation of test sample data.

Data type Sample .Test Recall  Accuracy Model
data  time/S  rate/% rate/%  accuracy/%
S;r)lpdle 200 10 90.6% 92.1% 90.8%
Current 200 10 91.2% 92.5% 90.5%
Load 200 10 90.8% 92.3% 90.9%
Harmonic 200 10 91.1% 92.4% 90.6%

information data centers can be calculated again
according to the center points of different cluster
information sample data, and the corresponding
fault information sample data can be recalculated
according to the above minimum distance. Divide
again. The minimum data calculated for each hour
is the D matrix, followed by

xll’xlz ...... 'xln
x x ...... x
21> 422 2n
D= ; (2)
X1 Xk X0 Xkn

where X is the set of minimum values.

3.2.2. BP Neural Network Algorithm Model. Following the
above processing method, the BP network algorithm model
is used to map more complex nonlinear relationships in
the trauma information sample in a timely manner. Because
the BP network algorithm model has high learning effi-
ciency, fast diagnosis speed, and high accuracy, it can
quickly diagnose the types of communication data failures
in the clustered data, making the information for dealing
with communication failures more accurate.

When using the above method, first select the results
obtained by the cluster analysis algorithm, and then con-
duct training and education. The BP neural network model
(as shown in Figure 4) consists of three layers: the input
layer, the latent layer, and the output layer. The input layer
usually contains various types of data such as temperature,
vibration, mains damage, load, humidity, harmonics, mag-
netic fields, and mains waves. By constantly adjusting the
weight and threshold in the neural network, it gradually
approaches the required level data. As a result, the output
error is ultimately reduced. Follow these formulas to adjust
your BP neural network model.

The formula for adjusting the output layer weight system
is

g = (1~ of) (8~ o ). ®)

The formula for adjusting the weight coeflicient of the
hidden layer is

L
Aw;=10f (1= 07) ) O{AOAw; 0. (4)
k=1

The quadratic accurate function model of the input
mode pair in each fault information sample is

To= 32 T3 Y (). 5

The total accurate function expression for N fault infor-
mation samples is shown in
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At the beginning of calculation, in order to improve the
learning accuracy when extracting complex communication
information, the sample data is first standardized. Assuming
that the type of input communication fault information is m
and the sample is x;;, the standardization of input data x;; is

carried out according to the steps of the following formulas:

ii= f, (7)
1N
j ﬁzxij’ (8)

2 IR _\2
8= g7 (®=%)5 )

wherei=1,2,---,N;j=1,2+,m, in the above formula and
Zj; is the data after standardization. The standardized for-
mula can be

i 90 = Ymin T b)
i= 1 min R (10)
Y (ymin_ymin+b)

where y, is the output fault information sample; y; is the
standardized fault information sample data, and y,_ .., ...,
are the maximum and minimum values in the output fault
data samples. Of which 0 < g <2;0 < b <2, then the number
of hidden layer nodes is determined to be between 7 and 9,
the value from input layer to hidden layer is between 0.2
and 0.6, and the value from hidden layer to output layer
can be between 0.2 and 0.3. According to the above formula,
a neural network model can be established.

4. Result Analysis

When simulating the clustering analysis algorithm, the hard-
ware environment is selected: the Pentium (R) CPU is 256

memory, the hard disk capacity is 80 g, the software environ-
ment is Windows XP operating system, JDK1.5, and the BP
neural network model is simulated based on MATLAB. Four
kinds of grid fault information (grid ripple, current, load,
and harmonic) are selected as the test. When verifying the
correctness of clustering, F-measure is selected as the evalu-
ation standard to evaluate the accuracy of clustering classifi-
cation algorithm by using the accuracy and recall in
information retrieval. The calculation formula is: as follows
Accuracy calculation formula:

recall(i, j) = ﬁ, (11)
"

Recall rate calculation formula:

n;;
recall(i, j) = -2, (12)
Fli, j) = 2« recall(i, j) x presision(i, j)
(b7)= recall(i, j) + presision(i, j)

(13)

The final value of F:

Fli max {F(i, )}, (14)

The calculation table of test sample data is shown in
Table 1.

Then, start the BP neural network model in the
MATLAB interface, and select according to the sample type,
and the error data curve calculated by the BP neural network
model is shown in Figure 5.

Through the above experiments, this paper uses the clus-
tering classification algorithm to classify various data that
affect the communication information types, such as tem-
perature, vibration, power grid fault, load, humidity, har-
monic, magnetic field, and power grid ripple, according to
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different categories, and then adjusts the weights and thresh-
olds in the neural network to gradually approach the
required results, so as to minimize the output error. Using
the method in this paper, the final error accuracy is raised
to about 20%. Therefore, the algorithm designed in this
paper can quickly predict the factors affecting the communi-
cation and find the communication fault information.

5. Conclusion

This paper classifies the communication fault information
(temperature, vibration, power grid fault, load, humidity,
harmonic, magnetic field, power grid ripple, etc.) through
the clustering analysis algorithm, which is conducive to
increasing the recognition degree of different communica-
tion numbers. Then, according to the BP neural network
model, it further quickly diagnoses the fault type of commu-
nication data, making it more accurate to process the com-
munication fault information. In the whole calculation
process, the calculation speed is increased. The accuracy of
the user training data from the clustered communication
fault data is helpful for the user to quickly diagnose the fault
data types in the communication system, enable the user to
quickly find and solve problems, and provide valuable tech-
nical reference for the healthy and green operation of the
smart grid. At the same time, it also has good academic
research significance and engineering application value.
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