
Research Article
A Self-Learning BP Neural Network Assessment Algorithm for
Credit Risk of Commercial Bank

Lulu Liu 1,2

1Wuhan University of Technology, Wuhan 430070, China
2Xinyang Agriculture and Forestry University, Xinyang 464000, China

Correspondence should be addressed to Lulu Liu; 2012220003@xyafu.edu.cn

Received 16 November 2021; Revised 15 December 2021; Accepted 17 December 2021; Published 17 January 2022

Academic Editor: Xin Ning

Copyright © 2022 Lulu Liu. This is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Commercial banks play an important role in the financial system, and their role in the processes of capital circulation, capital
integration, capital resource allocation, and total social demand and supply adjustment is irreplaceable. This paper proposes
the idea of constructing a credit risk evaluation system for commercial banks based on BPNN by combining qualitative and
quantitative analysis, based on computer technology and management theory. Its main goal is to use a neural network’s self-
learning ability to perform complex loan risk assessment. BPNN is capable of self-learning, self-adaptation, and knowledge
acquisition, as well as dealing well with uncertainty. It is a nonlinear method that eliminates obvious subjective and artificial
factors, resulting in a more objective and effective evaluation result. Experiments show that the established model is effective in
regulating personal credit management and reducing investment risks for commercial banks, as well as providing a new
decision-making framework for banks’ personal credit business.

1. Introduction

The credit risk management of commercial banks has always
been the focus of attention. After introducing engineering
methods to measure credit risk, the back propagation neural
network (BPNN) credit risk model stands out from many
methods because of its strong advantage of approximating
nonlinear function, and its ability to simulate and predict
historical data also shows unique advantages [1, 2]. Com-
mercial banks play an important role in a country’s financial
system, and their role is irreplaceable, such as the financing
of funds, the optimal allocation of resources, and the balance
regulation of total social demand and supply [3]. Credit is a
basic element of modern market economy. In some devel-
oped countries, a perfect personal credit system is a solid
foundation for the normal operation of national market
economy [4]. Credit risk is one of the oldest and most
important forms of financial risk in the financial market
[5]. The primary link of credit risk management of commer-
cial banks is credit risk assessment, which is also the most
key link in the management process [6]. For a long time,

financial markets at home and abroad have devoted a lot
of human and material resources to its research. The reason
is that accurate evaluation of the credit risk of commercial
bank loan enterprises can help commercial banks effectively
avoid credit risk and make better loan decisions [7].

Credit risk is an issue that affects people all over the
world. All countries have paid close attention to the preven-
tion and management of commercial bank credit risk.
According to an investigation and research on commercial
banks, a large number of commercial banks with good oper-
ations failed due to poor credit risk management [8]. Some
of the most important decisions made by bank credit practi-
tioners are based on the business intuition of the approvers
of the bank credit management department or the interest
orientation of marketing indicators, rather than stock busi-
ness or customer information data. The massive amount of
data in the bank information database has turned into a
“data grave,” and figuring out how to make effective use of
it has become a top priority [9]. Data mining is based on
the accumulation of specific data. People will be able to
query and use [10] once they have accumulated some useful
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data. Neural network technology has the characteristics of
parallel processing and nonlinear mapping. It can fully
approach any complex nonlinear relationship by self-
learning and adaptive unknown or uncertain system and
has strong robustness and fault tolerance [11]. By introduc-
ing BPNN into credit risk evaluation of commercial banks,
this paper constructs a credit risk evaluation model by using
its self-learning ability and adaptive ability, realizes the
learning and testing of the model, and obtains a high accu-
racy, so as to effectively reduce the impact of human factors,
so as to provide some reference for commercial banks to
prevent credit risk.

Despite the fact that investment banking, equity invest-
ment, cash management services, and other banking busi-
nesses have grown rapidly in recent years, public shares
and real bonds remain relatively common [12]. The asset
business of absorbing deposits, issuing on balance sheet
and off-balance sheet financing, and earning interest differ-
ence by expanding its own assets has the most weight in
terms of profit distribution indicators and risk appetite
[13]. Due to the high uncertainty and complexity of credit
risk, a new technology is urgently needed in current credit
risk evaluation work to compensate for the flaws and short-
comings of the old methods [14]. Data mining technology is
widely used in all walks of life, especially in finance, insur-
ance, e-commerce, and telecommunications. Neural net-
work technology is one of the most widely used methods
in data mining technology [15]. The development of credit
business will inevitably face the risk of default, which will
affect the asset quality of commercial banks. Once there
are nonperforming loans or overdue loans, the bank’s eco-
nomic capital occupation and provision will be improved,
which will directly affect the bank’s operating efficiency
[16]. BPNN has the ability of self-learning, self-adaptive,
and acquiring knowledge. It can deal with uncertainty well.
It is a nonlinear method without obvious subjective compo-
nents and human factors, which makes the evaluation results
more objective and effective. Firstly, this paper expounds the
definition of credit risk management and the significance of
studying new methods of credit risk assessment, then puts
forward a credit risk assessment model of commercial banks
based on BPNN, and verifies the effectiveness of BPNN in
credit risk assessment of commercial banks. The results
show that the credit risk assessment model of commercial
banks based on the BPNN algorithm improves the efficiency
of risk identification on the premise of ensuring accuracy.

2. Related Work

The purpose of taking the credit risk management of com-
mercial banks as the source of topic selection is to make pos-
itive and beneficial exploration for improving the credit risk
management level of commercial banks by revealing the for-
mation mechanism of customer credit risk of commercial
banks on the basis of domestic and foreign research results.
Literature [17] in the research process of enterprise credit
risk, different neural network models are proposed for differ-
ent research topics. Literature [18] shows that when multiple
investors finance multiple projects, an intermediary bank is

introduced, investors deposit funds in the bank, and the
bank lends to multiple enterprises separately, which can save
the cost of supervision and information. Literature [19]
studies the influence of entrepreneur’s human capital on
enterprise debt repayment and holds that the combination
of entrepreneur’s unique talents and assets can generate cash
flow, and the assets owned by banks do not necessarily
enable enterprises to generate cash flow, so the threat that
banks can obtain enterprise assets is conditional, precisely
because entrepreneur’s talents are difficult to be controlled
from outside. Banks cannot restrict entrepreneurs’ freedom
to leave enterprises, so some good projects may not get
financing, or loans cannot be paid off according to the con-
tract [20]. Literature [21] puts forward the incomplete con-
tract method to analyze debt and holds that a project can
not only generate observable monetary benefits but also gen-
erate private benefits owned by some entrepreneurs. Litera-
ture [22] discusses the issue of sovereign debt, and they
think that the debtor has the motivation to repay the debt
because of the convenience of financing in the future. Liter-
ature [23] studies the motivation of enterprises to repay
loans and holds that the threat of bank terminating loans
will provide an incentive for enterprises to repay loans. Lit-
erature [24] applies their model to multistage dynamic envi-
ronment, which also proves the existence of this mechanism
of terminating loans.

In this paper, the idea of constructing a credit risk eval-
uation system for commercial banks based on BPNN is put
forward to address the problems that exist in the current
analysis and evaluation of commercial banks’ credit risk
and to overcome the shortcomings of the traditional pure
management mode or pure mathematical method, based
on computer technology and management theory, adopting
the research method of combining qualitative analysis with
quantitative analysis and using the research method of com-
bining qualitative analysis with quantitative analysis, to
overcome the shortcomings of the traditional pure manage-
ment mode or pure mathematical method.

3. Credit Risk Assessment Theory of
Commercial Banks

3.1. Definition of Credit Risk Management. In the definition
of risk, people usually divide risk into two categories: broad
risk and narrow risk. The generalized risk refers to the
uncertainty of the results due to various external or internal
uncertainties. This result may be in line with expectations
and bring benefits, but it may also be contrary to expecta-
tions and bring losses. In short, although there is only one
result of generalized risk, there are two possibilities. A nar-
row sense of risk refers to the loss caused by various external
or internal uncertain factors in life. Credit risk refers to the
risks encountered by commercial banks in the whole process
of implementing their own credit products, such as loan
issuance, loan management, and loan recovery. From the
aspect of lenders, it includes due diligence risk, operational
risk, credit examination and approval risk, legal risk, country
risk, loan management risk, and loan recovery risk. From the
borrower’s point of view, there are business risks, policy
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risks, industry risks, exchange rate risks, and related risks,
which can be collectively referred to as financing risks or
credit risks.

3.2. The Significance of Studying New Methods of Credit Risk
Assessment. Commercial banks are influenced by the exter-
nal environment, policies, and customers, as well as internal
management policies, systems, and employees, in the course
of their daily operations, making their operating results
uncertain. When external and internal conditions are
favourable, commercial banks will reap the expected bene-
fits; however, when external and internal conditions are
unfavourable, commercial banks will suffer losses. Commer-
cial bank credit risk refers to the possibility that the bank will
not be able to recover the loan’s principal and interest from
customers within the time frame specified after the loan has
been released. If the credit risk does not occur, management
measures can be used to conclude that the greater the credit
risk of a customer, that is, the greater the likelihood that the
customer will cause losses in the future. If a credit risk exists,
the greater the customer’s credit risk, the greater the loss
caused by the customer [25]. Different from operational risk,
credit risk is irreversible in nature, because credit risk is
often controlled by law, which is simply understood as being
restricted by credit contract, so the losses caused by credit
risk can not be predicted, and it will also have a direct
impact on commercial banks. For financial institutions and
regulatory authorities, risk prevention is the main object
and core content. With the development of financial global-
ization and the fluctuation of global regional economy,
banks and investment institutions in various countries have
been challenged by unprecedented credit risks. The biggest
cause of bank bankruptcy also comes from the collapse of
credit risk.

Compared with market risk, an important feature of
credit risk lies in its probability distribution. For unsecured
loans, the risk feature is that the lender can get normal inter-
est income when the loan is safely recovered, but once the
risk is converted into actual loss, this loss is much larger than
the interest income. The probability distribution characteris-
tics of credit risk are shown in Figure 1.

While commercial banks profit from the credit business,
they must also deal with the risks that come with it, and
credit risks cannot be completely avoided, but they do come
with profits. Only appropriate management methods or
advanced management theories can reduce commercial
banks’ credit risk. Credit risk must be reduced through man-
agement theory or measures, whether for domestic or for-
eign commercial banks, as this is the foundation for
commercial banks’ stable operation and long-term develop-
ment. Despite the fact that commercial banks generally have
objective or competent credit risks, we cannot ignore the fact
that credit risks exist. Simply put, commercial banks will not
stop lending due to the risks. On the contrary, we should
take proactive risk management measures and employ more
advanced and effective credit management techniques. The
selection of indicators used by commercial banks to evaluate
customers does not appear to be objective. Customers are
typically judged subjectively based on account managers’

experience or information, making the evaluation results
unreliable. Business risk managers for the bank, a business
entity with equal risks and benefits, should not only identify
the degree of risk but also maximise profits. To accomplish
this, they must first collect all of the data within the target
range, then analyze and identify the data that is available
for risk classification management.

4. Credit Risk Assessment of Commercial Banks
Based on BPNN

4.1. BPNN Principle. In the past evaluation methods, there
are always various limitations. For example, it is required
that explanatory variables are uninterrupted in a certain
time period or interval, and some even have to obey a certain
mathematical distribution, such as chi-square distribution.
In reality, the data that meet these requirements are rare. If
researchers cannot find the data that fully meet the require-
ments, they will use some flawed data for empirical analysis.
For the research based on this assumption as the theoretical
premise, there will inevitably be deviations from the actual
results. In contrast, artificial neural network (ANN) does
not have to be based on assumptions, and there are not so
many hard and fast rules. Basically, the collected data can
be used. Compared with traditional methods, ANN has a
wider application range and good universality [26]. The
learning process of the BPNN model includes forward prop-
agation and error back propagation. Because of its good self-
learning and self-correlation functions, it has been widely
used in nonlinear modeling, function approximation, signal
processing, and other aspects and has become the most
widely used neural network. BPNN is a kind of multilayer
feedforward neural network, which uses error back propaga-
tion, as shown in Figure 2.

Let the structure of BPNN be n × q ×mm. The network
includes the weight wI

ijði = 1, 2,⋯, n ; j = 1, 2,⋯, qÞ from the
Ith neuron of the input layer to the Jth cell of the hidden
layer, the weight wH

jkðj = 1, 2,⋯, n ; k = 1, 2,⋯, qÞ from the
Jth neuron of the hidden layer to the Kth neuron of the out-
put layer, the threshold θHj of the Jth neuron of the hidden

layer, and the threshold θOk of the Kth neuron of the output
layer. The nonlinear activation function, sigmoid function, is

f uð Þ = 1
1 + e−uð Þ : ð1Þ

Set the initial values of the network weights and thresh-
olds to values in the interval [0, 1]. Suppose the input of the
pth group of data samples is

xp = x1p, x2p,⋯, xnp
� �

: ð2Þ

The expected output is

tp = t1p, t2p,⋯, tmp

� �
: ð3Þ

L represents the total number of samples, and the output
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information of the jth neuron in the hidden layer is

Hip = f 〠
n

i=1
wI

ijxip − θHj

 !
,

 j = 1, 2,⋯, q,
 p = 1, 2,⋯, L:

ð4Þ

The hidden layer passes the output information to the
output layer, and the final output is

ykp = f 〠
q

j=1
wH

jkHjp − θOk

 !
,

 k = 1, 2,⋯,m,
 p = 1, 2,⋯, L:

ð5Þ

Suppose the actual output of the pth group of samples is

yp = y1p, y2p,⋯, ymp

� �
: ð6Þ

Then, the network error square sum E can be expressed
as

E = 1
2〠

L

p=1
〠
m

k=1
ykp − tkp
� �2

: ð7Þ

Judge whether the error sum of squares E converges to
the given learning accuracy ε, if E ≤ ε, the algorithm ends
and the network stops training; otherwise, it continues with
the following steps.

Starting from the output layer, back propagation layer by
layer, using the steepest descent method in nonlinear pro-
gramming:

wij n + 1ð Þ =wij nð Þ − η
∂E nð Þ
∂wij nð Þ : ð8Þ

In the formula, η represents the step value or the net-
work learning rate. The introduction of η is to accelerate
the convergence rate of the network. Usually, a momentum
parameter a is added to the weight correction formula. The
modified formula for the nth learning weight is

Δwij n + 1ð Þ = −η
∂E nð Þ
∂wij nð Þ + αΔw nð Þ: ð9Þ

Until the output error of the sample meets the predeter-
mined condition, the network training is ended.

4.2. Selection of Credit Risk Evaluation Index System and
Neural Network Parameters of Commercial Banks. The
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Figure 1: The probability distribution characteristics of credit risk.
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repayment efficiency of commercial bank loan enterprises is
influenced by a number of factors. Many different types of
influencing factors exist, each with a different influence
weight, and they are interconnected rather than indepen-
dent. It is necessary to build a scientific and reasonable eval-
uation index system in order to improve the accuracy and
stability of credit risk assessment, and partial consideration
of the influence of individual factors cannot accurately assess
credit risk. A scientific and reasonable index system, rather
than a random combination and simple stacking of multiple
indexes, can truly and comprehensively reflect the credit risk
status of enterprises. There are many different types of fac-
tors that influence credit risk in commercial bank loan enter-
prises, and they cover a wide range. The selection of
indicators should take into account comprehensiveness and
comprehensiveness, so as to ensure the accuracy of the eval-
uation results. BPNN simulation process design is shown in
Figure 3.

In order to avoid the overlapping of indicators due to too
many and too few indicators, which will lead to serious cor-
relation of indicators and affect the evaluation results, while
insisting on the completeness of the index system, we should
reduce unnecessary evaluation indicators and make the con-
structed evaluation index system as concise as possible.
Under the existing technical means, cost constraints, and
policy environment, in order to ensure that data is easier
in practical work, the selection of acquisition indicators
should be compatible with enterprise financial statements
and statistical data as much as possible. At the same time,
the selected evaluation indicators should be credible, and
the purpose of credit risk assessment of commercial banks
is to objectively and accurately predict and evaluate the
credit risk of loan enterprises and to assist banks to make
credit approval. The credit risk evaluation index system of
commercial banks established in this paper is shown in
Figure 4.

The sigmoid activation function sigmoid has a value
range of [0,1]. Therefore, the output value of the output neu-
ron of the general neural network should be normalized.
Clean the dirty data in the database, that is, remove empty
values and noisy data. The activation function is an impor-
tant function to control the final output of the network.
The choice of the activation function is more important.
The sigmoid function is a more commonly used and effec-
tive activation function, including the sigmoid function with

a range of (0,1) and a range of (-1, 1) the tangent function.
The expression is as follows:

f xð Þ = 1 + e−axð Þ−1, ð10Þ

f xð Þ = 1 − e−x

1 + e−x
, −1 < f xð Þ < 1ð Þ: ð11Þ

Among them, an is a constant, and its value affects
BPNN’s training speed. As a rises, the initial network con-
vergence speed accelerates. By adjusting the value of a, a sig-
moid function with the best shape can be found to minimise
the number of learning times of the network under the same
initial conditions. Because a problem with the size of the ini-
tial value can cause the network to linger around a local
minimum, the initial value is more important for neural net-
work training. As a result, it is generally hoped that after ini-
tial weighting, each neuron’s output value will be close to 0
and that the input samples will be normalized.

The neural network learning rate η is also called the
learning step size, which is a crucial factor in determining
the size of the weight adjustment ΔwijðnÞ.

Δwij nð Þ = −η
∂E nð Þ
∂wij nð Þ : ð12Þ

If the selection of learning rate is too small, the conver-
gence speed of the network will slow down, and if the selec-
tion of learning rate is too large, the adjustment of weights
will be larger each time. Generally, the learning rate is
selected between 0.01 and 0.8.

5. Result Analysis and Discussion

Adding BPNN to the original evaluation system is not a sim-
ple replacement of the original model, but an organic whole
and an applicable evaluation system. In view of this system,
certain policy and environmental support are needed to
ensure its effective promotion and implementation. The ST
system is aimed at listed companies with abnormal financial
or other conditions. The model sets the output of 0.5 as the
critical point for judging the probability of default. When the
output value is less than 0.5, it is judged as ST enterprise. If
the output value is greater than 0.5, it is judged as a non-ST
enterprise. The network model parameters are initialized,

Establish
matlab analysis

program

Randomly divide
enterprise data
into two groups

Simulation with
raw data

Using effective
analysis results

�e simulation
results are compared
with the actual ones

Rebuild the model?

End of simulation
process

Figure 3: BPNN simulation process.
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and the sample data are input into the BPNN model for
training. The error curve obtained by training is shown in
Figure 5.

During the training phase of the model, tests will be con-
ducted on the verification set at regular intervals. Figure 6
shows the trend chart of the accuracy rate on the verification
set with the training process. It can be seen that the accuracy
of the verification set of the network is increasing with the
convergence of the model, which verifies the correctness of
the network convergence and the effectiveness of the net-
work in feature extraction.

Different index data have different dimensions. If the
data are not standardized before use, the neural network
model may not achieve the expected convergence effect in
the training process. Therefore, before building the credit
risk evaluation model of commercial banks, we should first
standardize the data and then eliminate the adverse effects
of different dimensions on the model. When training, the

loss function reflected by verification is gradually increasing
rather than decreasing, which indicates that network train-
ing has entered the trap of local optimization. Figure 7 is a
graph showing the relationship between the number of iter-
ations and normal training and overfitting training.

On the whole, the behavior of each economic entity is
carried out in the macro credit environment. Whether this
credit environment is good or not can affect the credit status
of organizations, especially the risk management of com-
mercial banks, by affecting the credit status of individuals.
But conversely, the credit risk management of commercial
banks can also affect the macro credit environment of the
whole country. The difference in the expected rate of return
may lead to the difference in the time discount rate of finan-
cial institutions, as shown in Figure 8.

Bank loan officers need to check and analyze the changes
of the borrower’s operating conditions, financial indicators,
and other related contents and set the inspection frequency
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according to the risk situation of customers and credit grant-
ing. With the continuous changes of the borrower’s operating
conditions, the financial indicators and nonfinancial indica-
tors of the loan are also changing. If the commercial bank col-
lates and analyzes the indicators obtained from the borrower
again, it will reduce the overall work efficiency. If BP neural
network is introduced into the evaluation model of preloan
investigation, it can help loan officers to judge the risk of bor-
rowers. When there are affiliated enterprises that need to pro-
vide guarantees, this model can also be introduced into the
risk judgment of guarantee enterprises and then combined
with the original methods, so as to better identify risks and
improve the application effect. When establishing the credit
risk evaluation model, we need a lot of real data as the basis.
Therefore, a perfect credit risk management information sys-
tem with abundant data and information is essential for credit

risk management. Through the process of self-learning and
self-use, the model constantly and automatically adjusts the
weights and thresholds, so that the output value approaches
the expected target value as much as possible. Except for some
points, the relative error is controlled within 0.01%, which
shows that the model can effectively simulate the risk assess-
ment of commercial banks. Refer to Figure 9 for training
errors and training results.

The empirical results show the accuracy of BPNN in credit
risk evaluation, which shows that it is available. After its intro-
duction, it will face some problems, especially the problems of
professional research and operation, which requires supporting
training of specialized talents. After the introduction of BPNN,
a new rating system has been formed. For this new system, pol-
icy support is needed from the internal and external environ-
ment. Only by constantly innovating the credit risk
monitoringmodel and improving their riskmanagement ability
can commercial banks better cope with the changes of the cur-
rent economic situation.

6. Conclusions

Credit risk in financial institutions, especially in the banking
industry, has a long history and is a universal problem in the
world. In this paper, combining the theory of credit risk
assessment of commercial banks and BPNN technology, an
experimental database is prepared, the experimental parame-
ters are rationally selected, and a training model and a testing
model are established. Finally, the effectiveness of neural net-
work in the process of credit risk assessment of listed compa-
nies is trained and tested, and it is effective to apply the BPNN
method to the construction of the credit risk assessment
model of commercial banks. Through the collected data of
various indicators of enterprises, the existing credit risks can
be assessed more accurately, which can provide accurate refer-
ence for bank credit decision-making and help commercial
banks to approve and price credit. Commercial banks need
to use the BPNN credit risk model based on the existing credit
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risk management model according to the characteristics of
commercial banks and their historical data.

The characteristics of the BP neural network model are
that it can fully approximate complex nonlinear relationships,
has self-learning ability, and can mine hidden information in
data. At present, in the field of bank credit risk assessment,
based on the development of information technology, the data
structure has changed obviously, and the relationship between
them has become more vague with the expansion of scale. In
this case, the characteristics of the neural network model can
be better developed. The credit risk assessment of commercial
banks is very complicated. Although this paper has studied
this research to a certain extent, there are still many shortcom-
ings to be further studied. How to quickly filter out the linear
and nonlinear data rules from the complicated business record
data, effectively serve the decision makers, how to distinguish
the available data that can identify the credit risk from the
massive information, and even provide the weight ratio for
diversified risk data, all these may be the problems to be solved
urgently in the field of credit management and risk assessment
in the future.
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