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In the era of big data, to achieve an efficient deep learning and computer vision system for big data, developers need to build a
computerized deep learning and computer vision system, and the system can simultaneously complete the tasks of deep
learning and computer vision and large-scale data processing. The existing training dataset is reused, and the scene
information is small, which cannot meet the needs of large-scale machine training, so it is necessary to include large-scale data,
distributed computer system to complete the training. How to meet the training accuracy requirements of deep learning
models and minimize the resource cost within the constrained time is a major challenge for distributed deep learning systems.
Resource and batch size hyperparameter allocation are the main approaches to optimize the training accuracy and resource
cost of models. Existing works have independently configured resources and batch size hyperparameters in terms of
computational efficiency and training accuracy, respectively. However, the impact of the two types of configurations on model
training accuracy and resource cost has complex dependencies, and it is difficult to achieve the goals of satisfying the model
training accuracy requirements and minimizing the resource cost simultaneously by the existing independent configuration
methods. To address these problems, this paper proposes a collaborative resource-batch size optimization configuration
method for distributed deep learning systems. This method was firstly based on the monotonic function relationship between
resource allocation and batch size hyperparameter allocation and model training time and training accuracy, and we select the
order-preserving regression theoretical tool to build a model prediction model for single-round complete training time and
final training accuracy for computer vision target classification and recognition, respectively; then, we use the abovementioned
models together to solve the resource and batch size optimal allocation solutions to meet the model training accuracy
requirements with the goal of minimizing resource cost. The optimal allocation of resources and batch size to meet the
training accuracy requirements of the model is solved. In this paper, we evaluate the performance of the proposed method for
computer vision target recognition based on the proposed distributed deep learning system.

1. Introduction

With the rise of big data, the use and rapid development of
big data in the field of deep learning and computer vision
has been promoted, and the deep learning and computer
vision based on big data can complete machine training
more effectively and accurately. Deep learning and computer
vision and big data analysis are techniques that use existing
computer system models to convert a large amount of data
or big data, acquired by computers into useful information
[1–3]. The larger the scale of the data used, the better the
training effect of deep learning and computer vision, the

more accurate, the more content recognition, and the
reduction of overfitting and underfitting phenomena. Big
data deep learning and computer vision is not just deep
learning and computer vision, nor is it simply a matter of
big data processing but involves the use of both deep learn-
ing and computer vision and big data processing to over-
come the technical problems and integration. In this
process, researchers not only need to continue to focus on
deep learning and computer vision function methods and
algorithms but also need to continue to research new, effi-
cient algorithms or improve the existing imperfect deep
learning and computer vision methods, to ensure the
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accuracy of the results in the actual operation. Building a
deep learning and computer vision system based on big data
involves both deep learning and computer vision and big
data processing, such as algorithm models, data sets, training
methods, accuracy, fitting and other issues of deep learning
and computer vision, distributed storage, parallelized com-
puting, network communication, task scheduling, fault-
tolerant redundancy, and backup in big data processing.
These factors affect each other, increasing the complexity
of system design and the stability and accuracy of the com-
pleted system, bringing some challenges to the designers in
system development and design. When designing big data
deep learning and computer vision systems and studying
their methods and algorithms, attention is also paid to how
to combine distributed and parallelized big data processing
techniques in order to complete the computation in an
acceptable time [4–6].

In recent years, with the arrival of big data and the rapid
development of artificial intelligence, especially deep learn-
ing, deep neural network models have made breakthroughs
and been widely used in many fields, including speech recog-
nition, image recognition, and natural language processing.
As the application scenarios of deep learning and computer
vision continue to be explored in depth. Research on deep
learning-based commodity recognition applications is accel-
erating. Commodity recognition, as a technology with great
commercial value, has entered the research field of research
institutions and enterprises. Internet technology companies
are developing and laying out deep learning-based commod-
ity recognition methods. As this technology matures, deep
learning-based merchandise recognition methods will cer-
tainly have a broad future and bring new changes and trans-
formations to the existing retail or logistics fields. Image
classification has been a popular research topic in the field
of computer vision, and deep learning extracts the combined
underlying features by directly inputting the lowest-level
image information to form more abstract high-level fea-
tures [5].

The application scenarios of deep learning and computer
vision continue to be explored in depth by various research
studies. Research on deep learning-based commodity recog-
nition applications is accelerating. As a technology of great
commercial value, commodity identification has entered
the research field of research institutions and companies.
Internet technology companies are developing and laying
out deep learning-based commodity recognition methods.
As this technology matures, deep learning-based product
identification methods will certainly have a broad future
and bring new changes and transformations to existing retail
or logistics fields. Image classification has been a hot
research topic in computer vision, and deep learning extracts
combined low-level features by directly inputting the lowest-
level image information to form more abstract high-level
features. Deep learning algorithms can obtain a better repre-
sentation of image features due to the increased number of
layers of feature extraction. Deep learning is a new area of
research in machine learning, a multilayer neural network
used to simulate the human brain for analytical learning. It
mimics the mechanisms of the human brain to interpret

data, such as images, speech, and text. Deep learning models
can be classified into different types depending on the hidden
layer structural units. However, for the specific practical appli-
cation of image classification, convolutional neural network
models are widely used. The labeled image dataset is sent to
the convolutional neural network for training, and the convo-
lutional neural network is allowed to learn the optimal classi-
fication model automatically. Then, the trained model can be
used to automatically classify the unlabeled images.

Deep learning improves itself by constantly iterating
through derivations to update the model, which requires a
lot of computation and is typically a computationally inten-
sive task, making the training process of these neural net-
works very time-consuming.

The unique contribution of the paper includes the
following:

(i) Development of a model based on self-supervised
contrastive learning

(ii) This SimCLR model is implemented in association
with fine tuning technique in transfer learning

(iii) The model provides enhanced accuracy and gener-
alization ability on small commodity datasets

The organization of the paper is as follows: Section 2 dis-
cusses the related studies, Section 3 presents the algorithm
design followed by the experimental results in Section 4,
and the conclusion is in Section 5.

2. Related Works

2.1. Computer Vision. Computer vision technology refers to
the visual process of observing and analyzing images
through computers that simulate human vision. It requires
computers to have the ability to use images to perceive the
surrounding environment in the process of artificial intelli-
gence, to simulate the specific process of human visual func-
tions, and then to achieve intelligent processing of the
relevant images. Computer vision technology is an artificially
intelligent technology that simulates the process of human
perception of the environment, so the technology incorpo-
rates a number of disciplines and technologies, including
image processing, artificial intelligence, and digital technol-
ogy [6–9]. This technology has a very important role in the
development of computers; especially in modern society,
people need computers to complete more intelligent behavior
and to replace humans to solve some special environment
work. In addition to the development of computer vision
technology in the process of application, but also in the
mechanized production has a certain application, in the
future of automated production of machinery, the technol-
ogy can be used to extract the image of objective things and
then used in the production process of detection and control
of the technology; compared to the traditional automation
control, it can achieve faster, more information, and more
functional control.

Computer vision technology, also known as image
understanding, is the study of how to obtain the visual
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information required by the task from the image in a partic-
ular environment and, in more general terms, to use the
relevant image processing methods to get the image infor-
mation people want. The main research content and purpose
of computer vision technology is threefold: first, the data
analysis of the image, the use of reference objects in the
image to calculate the distance between objects, so as to
obtain the distance data in the image. The second is to ana-
lyze the image and learn some motion parameters of the
object in motion through the data in the image. Thirdly,
the calculation and analysis of the image are used to under-
stand some physical characteristics and related parameters
of the specific object in the image. Through the above three
data points, it is possible to have a deeper understanding of
the specific object in the image and get specific information
about the object, but because the computer cannot realize
the recognition of the three-dimensional image, it usually
has to be converted into a two-dimensional image projec-
tion, through one or more two-dimensional image projec-
tion to achieve the analysis of the object data [10–13].

Computer vision technology involves a relatively large
number of disciplines and technologies and usually requires
the study of the technology from multiple perspectives to
achieve the development of computer vision technology.
The goal of computer vision technology is to achieve
human-like recognition and processing of images to obtain
intelligent data, but the current technology is not able to
achieve such an image acquisition effect, which requires con-
tinuous research from multiple perspectives [14]. First, the
main purpose of vision technology is to achieve the recogni-
tion and processing of images, so the first task is to achieve a
technological breakthrough in the image equipment. Seek
breakthroughs in optical components to ensure that the pro-
cess of image acquisition can achieve high-definition or even
into the 3D image acquisition technology, but also from the
computer hardware to improve the relevant performance of
the computer. Secondly, we need to improve the computer
algorithm and data processing methods, so that the com-
puter can analyze and process images more quickly, which
requires seeking technical breakthroughs in computer soft-
ware. The system related to the implementation of digital
technology in image processing can effectively use the rele-
vant theoretical knowledge of the computer to realize the
data conversion and image analysis within the system.

2.2. Distributed Computing Systems. In recent years, the
research of convolutional neural network has made great
progress, and many excellent network models have emerged,
extending the depth of neural network to hundreds of layers.
Although these complex network models bring the improve-
ment of recognition performance, they are accompanied by
a huge amount of computation and a long training time.
The hardware architecture of computing platform is updated
and iterated, and the computing capability is rapidly
improved, especially the rapid development of multicore
and distributed computing platform, which provides the
hardware foundation for the parallelization of deep neural
network. On the other hand, the increasingly rich parallel
programming framework also provides a bridge between

the computing platform and the parallel training of deep
neural networks. Distributed computing system has been
widely used in face recognition [15], satellite communication
[16], big data analysis [17], and other tasks.

There are two main ways to parallelize the training of
deep neural networks using distributed clusters: model-
parallel and data-parallel. Model parallelism divides the net-
work model into different computational nodes according to
certain rules, and each computational node is responsible for
handling a part of the computational tasks of the model [18].
During each iteration, the intermediate results of the com-
putation nodes need to be synchronized. Depending on the
division method, different layers of the network can be
divided into different computational nodes, or the same
layer of the network can be partitioned and divided into dif-
ferent nodes. Data parallelism is to divide the training data
set equally into subsets with the same number of computa-
tional nodes, and then, each computational node trains a
copy of the model in the corresponding subdataset, and each
computational node is independent of each other during the
computation [19]. Each compute node communicates and
updates gradient information through a parameter server,
which is responsible for maintaining the latest parameter
status of the model. The parameter server is responsible for
collecting the gradient information calculated by each node,
updating the model parameters on the parameter server
according to the collected gradient, and sending the latest
parameters to each node after the update. It is because the
model parallelism requires frequent communication among
computing nodes during training, and data parallelism is
independent of each other. Therefore, in most cases, the
communication overhead and synchronization overhead
brought by model parallelism exceed data parallelism, and
the acceleration effect is not as good as data parallelism. Data
parallelization is superior to model parallelization in imple-
mentation difficulty fault tolerance and cluster utilization.
However, model parallelism is a good choice for large
models that cannot fit into the memory of a single compute
node.

Hadoop is an open-source project of distributed com-
puting framework supported by well-known foundations
and is also the open-source implementation of three cloud
computing papers by Google. Its emergence makes it possi-
ble for people to understand and use computing platforms
[20]. Hadoop is developed in Java language. Hadoop distrib-
uted file system, MapReduce, and HBase are the implemen-
tations of Google file system, MapReduce, and Bigtable,
respectively. The Hadoop distributed file system is the pri-
mary storage used in Hadoop applications. MadReduce is a
programming technique that enables massive scalability of
hundreds and thousands of servers in the Hadoop cluster.
BigTable is a well-managed wide columned and key valued
noSQL database service that helps in managing large analyt-
ical and operational workloads being part of the google port-
folio. Hadoop not only has the advantage of being open
source and free but also has many advantages: (1) It has
strong scalability. The scalability of storage and computing
is the core of Hadoop design. (2) It is economical and prac-
tical, and Hadoop’s running platform has low hardware
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requirements. Ordinary desktop computers can meet gen-
eral task computing requirements. (3) It is reliable, and the
fault tolerance and backup mechanism of Hadoop distrib-
uted file system and the task monitoring mechanism in
MapReduce fully guarantee the reliability of distributed
computing [21–24].

3. Algorithm Design

The distributed commodity classification deep learning
method proposed in this paper is improved based on
SimCLR model. In the recent years, various self-supervised
learning methods have been predominantly used for analyz-
ing and learning image representations. But most of their
performances lag in comparison to their supervised equiva-
lents. SimCLR is a “simple framework for contrastive learn-
ing f visual representations.” This learning method is
justified to be more superior to the traditional and state of
the art self-supervised learning techniques. It is also found
to be superior to the supervised learning techniques on
ImageNet classification when the architecture is scaled up
[25, 26]. The improved SimCLR model is used to perform
pretraining on unlabeled commodity images, and the pre-
training weights are transferred to a small number of labeled
samples for fine-tuning, so as to realize the recognition of
commodity categories in a small number of samples. In this
paper, based on Hadoop distributed computing framework,
the parallel computation of model pretraining and fine-
tuning stage is implemented to reduce model training time.
The proposed distributed architecture for computer vision-
oriented deep learning is shown in Figure 1.

3.1. Improved SimCLR. In order to reduce the reliance on
labeled samples for commodity image feature extraction
and classification, an improved SimCLR contrastive learning
method is designed in this paper. Its network structure is
shown in Figure 2. First, the input image is preprocessed
using a combination of three data enhancement methods:
horizontal flip, color dithering, and grayscale, to obtain
two related views. Next, the features of the input views are
extracted using a convolutional neural network. Then, the
model is trained by transforming the features using an asym-
metric prediction operator and letting one branch of the net-
work fit the other branch. Finally, image features are
extracted using the trained convolutional neural network,
and a linear classifier is trained using labeled samples to
complete feature classification .

The residual network (ResNet) can reduce the gradient
dissipation when the signal is propagated in the deep net-
work. It has many advantages such as strong generalization
ability and easy expansion. In this paper, we use the 18-
layer residual network as the feature extraction network
for the commodity classification model. For the original
image x, apply data enhancement to obtain two related
views TiðxÞ and T jðxÞ.

The feature representation f ð·Þ is obtained by encoding it
using a feature extraction network yi = f ðxÞ = ResNetðTiðxÞÞ
with shared weights, where yi is the output of the last
layer of ResNet. After f ð·Þ, yi is transformed by adding a

fully connected layer with layers 4 and 2 to the two
branches of the network, respectively. The Projector layer
of the fully connected layer is a multilayer perceptron,
and its output is as follows.

zi = g yið Þ = σ 2ð Þ W 2ð Þσ 1ð Þ W 1ð Þyi
� �� �

: ð1Þ

The Predictor layer uses a 2-layer multilayer percep-
tron with an output dimension of 1024. The output is as
follows.

pi = h zið Þ =W 4ð Þσ 3ð Þ W 3ð Þzi
� �

, ð2Þ

where σ represents the ReLU activation function and W
represents the parameter of fully connected layer. Finally,
negative cosine similarity is used to calculate the distance
between pi and zj.

D pi, zj
� �

= −
pi
pik k2

·
zj
zj

�� ��
2
, ð3Þ

where k·k2 denotes the L2 regularization. In order to opti-
mize both branches of the network simultaneously, equa-
tion (3) is transformed into a symmetric loss function as
follows.

Loss = 1
2D pi, zj

� �
+ 1
2D pj, zi

� �
: ð4Þ

At this point, if the loss function of equation (4) is
used directly, the neural network will quickly output a
degenerate solution and the loss converges to a minimum
value of -1. To avoid degeneracy from occurring, the stop-
gradient operator is added to equation (4) and the loss
function is modified as follows.

Loss = 1
2D pi, stopgrad zj

� �� �
+ 1
2D pj, stopgrad zið Þ

� �
: ð5Þ

The network is trained by minimizing the loss value.
Finally, the trained f ð·Þ is removed to extract the image
features and train a linear classifier, which will complete
the final feature classification.

The improved SimCLR can be viewed as an algorithm
based on the expectation maximization principle, which
contains two sets of variables. From the perspective of alter-
nating learning, the optimization process of the method can
be transformed into a process of alternating solutions of two
subproblems. The main role of projector is to reduce the loss
of the output features of backbone in the calculation of the
contrast loss. To simplify the derivation, the effect of gφ on
the gradient propagation in both branch networks can be
ignored simultaneously. In this case, equation (3) is equiva-
lent to the equation (6).

L θt , θt−1
� �

= Ex,T f θt Ti xð Þð Þ − f θt−1 T j xð Þ� ��� ��2
2

h i
, ð6Þ
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Figure 1: Overall architecture of the proposed model.
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Figure 2: Structure of the improved SimCLR model.
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where f θt ðTiðxÞÞ and f θt−1ðT jðxÞÞ represent the output of
the two branch networks when gφ is not added, respectively.

t represents the index number of the training step. θt and
θt−1 represent the parameters of f θð·Þ in the two branch net-
works at step t and step t − 1. T represents the data enhance-
ment method. Since the degree of data enhancement is
random, different data enhancement results of the input image
X can be obtained by applying Ti and T j. k·k22 denotes the
mean square error, which is equivalent to the cosine distance
in the case of using L2 regularization. The expectation Ex,T ½·�
reflects the overall distribution of the image x at . The solution
to equation (4) can be viewed as the optimization of θtand θt−1

. The process can be expressed in the following form.

min L θt , θt−1
� �

: ð7Þ

Equation (7) is similar to an online clustering problem
[17], using an alternating solution approach that divides its
optimization process into two stages, first optimizing θt−1, fix-
ing θt−1, and then optimizing θt .

Since SimCLR calculates the contrastive loss directly for
the feature output from the projection head, no nonlinear
activation function is used in the last layer of the projection
head. Prediction head is a multilayer perceptron with bottle-
neck structure, which reduces the feature dimensionality to
1/4 of the input layer in the hidden layer and restores the
dimensionality to the input dimension without using the
BN and ReLU activation functions in the output layer. In
this paper, the original prediction head is changed to the
fully connected layer structure shown in Figure 3. In order
to make the gradient propagation process more stable and
reduce the gradient dissipation, the MLP layer with the same
structure is used in the modified prediction head layer, and
the final ReLU activation function is retained .

3.2. Data Augmentation. From the above analysis, it can be
seen that although the improved SimCLR does not use neg-
ative samples, it can also model feature invariance and com-
plete model training by relying on the special solution design
of the twin network. In supervised learning, data augmenta-
tion can expand training samples, make the model learn
more invariable features, and improve generalization ability.
Compared with supervised learning, contrast learning
requires stronger data augmentation strategies to improve
the quality of feature extraction. The current research on
data augmentation in self-supervised learning is mainly con-
ducted in natural images. Due to the difference in imaging
methods, the features of remote sensing images contain
more variability than ordinary natural images. There are
many differences in size, location, and shape of the same
class of scenes, making it difficult for a single data enhance-
ment method to allow the model to learn feature representa-
tions with sufficient robustness. Color features reflect the
response to light, and compared with other features, color
has a certain stability and will not change significantly with
changes in imaging angle and spatial scale. Contour features
reflect the basic shape and can provide an important basis

for the judgment of the target type. In complex scenes, con-
tour features can be used as a powerful supplement to color
features. The spatial structure is a structural description of
the image, and modeling the spatial structure is beneficial
to improve the model’s ability to perceive complex images.
In contrast learning, comparing feature representations of
the same image under different colors enables the model to
learn the color features in the image; inputting grayscale
maps helps the model discover the contour information in
the image; inputting the flipped image into the network
enables the model to learn the spatial invariance in the
image. In this paper, a data enhancement method using a
combination of horizontal flip, color Jitter, and grayscale is
designed to allow the model to model the color features,
contour features, and spatial structure of the image simulta-
neously. The augmentation effect is shown in Figure 4.

3.3. Hadoop-Based Distributed Implementation

3.3.1. Overall Architecture. The Hadoop-based commodity
classification system is also a distributed image classification
system. According to the characteristics of Hadoop distrib-
uted framework and the basic requirements of image classi-
fication, the overall architecture of the system can refer to
the current popular Model View Controller (MVC) architec-
ture, which is divided into the presentation layer, business
logic layer controller, and data processing layer. The overall
diagram is shown in Figure 5.

The role of each layer in the overall distributed image
classification system is as follows:

Presentation layer: the user submits the local image to be
classified or the path of the file where the image is located on

Figure 3: Improving the prediction head in SimCLR.
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the client side. The images to be classified are uploaded to
HDSF via name-node.

Business logic layer: the image classification tasks submit-
ted by users will be processed in this layer, and the images to
be classified will be processed in the corresponding business
logic.

Data processing layer: this layer is the core part of the
distributed image classification system, which stores the
images to be classified in HDFS and then extracts the fea-
tures of the input images and saves the feature vectors in
the form of files in HDFS for subsequent classification tasks.
These data include the feature vector file and the category of
the image obtained through the MapReduce process. After
obtaining the relevant data, we use the sample image data
to write a MapReduce program to train one or more classi-
fiers, and the results of the specific parameters of the classi-
fiers will be saved in the form of files in HDFS. Since the
image features to be classified already exist in HDFS, we
can use the trained classifier to predict the image classifica-
tion by MapReduce program. After the prediction is done,
the classification results are also saved as files in HDFS for
users to view.

3.3.2. Design of MapReduce Module. The MapReduce mod-
ule is used in this image classification system to parallelize
the feature extraction and the feature distance between
images. According to the main functions of the MapReduce
module, the Map function can be used to perform feature
extraction on images. The process is divided into several
MapReduce jobs based on specific algorithms.

The whole workflow of map task can be summarized
into 5 phases, which are read phase, map phase, collect
phase, spill phase, and combine phase. Read phase: before
map task enters map phase, map task parses out one key/
value pair (key/value) from the input InputSplit through
the RecordReader we wrote, which should be the image file
path and the image file name as the value of the key/value
pair. Map phase: the main task in the map phase is to hand
over the key-value pairs parsed from the read phase to our
own map() function for processing. Collect phase: when
the data has been processed in the map phase using the
map() function we wrote, we can call it directly. Spill phase:
when the amount of data in the memory of a physical node
reaches a certain upper limit, MapReduce writes the spilled
data to the local disk based on relevant rules. Combine
phase: after all data has been processed in the map phase
and spill phase, the map task performs a merge of all tempo-
rary files.

Based on the above system design, the execution steps of
image classification task in Hadoop distributed computing
framework can be divided into five steps. When a user sub-
mits an image classification request, the job client requests a
new image classification job ID from the job tracker of
Hadoop. Initialization and task assignment of image classifi-
cation jobs: job tracker initializes a job submitted by job cli-
ent and places the job in an internal task queue. Map phase
of the image classification task: job tracker after assigning
tasks to task tracker, task tracker automatically obtains the
JAR files and required data from HDFS to the local file disk.
Reduce stage of image classification task: after obtaining
intermediate temporary key-value pairs of image feature
vectors calculated by map task, MapReduce framework will
classify these feature vectors according to their correspond-
ing key values. Completion of image classification task: when
the reduce stage is completed, the job tracker will consider
the job completed and mark the task as successful and dis-
play various parameters of the job operation to the user.

Raw image Horizontal flip

Color jitter Grayscale

Raw image Horizontal flip

Figure 4: Augmentation effect of commodity images.
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Figure 5: Overall diagram of a Hadoop-based distributed system.

Table 1: Distribution of commodity categories in the dataset.

Category Training set Test set

Menswear 1087 436

Womenswear 989 317

Food 1023 391

Cosmetics 1264 476

Jewelry 862 280

Cell phone 975 217

Computer 1174 349

Drink 1346 328

Total 8720 2794
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4. Experiments

4.1. Experiment Preparation. The commodity image dataset
used in this paper is a sample image collected on the web,
containing a labeled training set and a test set. It contains
8720 training samples in its training folder and 2794 test
samples in its test folder. There are 10 categories in the train-
ing and test sets. Table 1 shows the number of samples in
each category, and it can be observed that the sample distri-
bution is very unbalanced. In addition, there is an unlabeled
dataset with a total of 68504 samples. The development tools
used for the implementation of the algorithms in this paper
are Microsoft Visual Studio 2012, the computer vision
library OpenCV 3 for image processing, the database SQL
Server 2008 R2 for data storage, and the deep learning
framework Tensorflow 1.2.

4.2. Self-Supervised Contrast Training. During model train-
ing, the optimizer uses stochastic gradient descent method
with learning rate set to lr × Batchsize/256. The base learning
rate lr is set to 0.01 and uses cosine decay strategy with
momentum value of 0.9 and improved projection head
dimension set to 1024. The Batchsize is set to 1024, and
epoch is set to 100. Figure 6 shows the loss curves of pre-
training on unlabeled data using the improved SimCLR
method at different Batchsize (B). It can be observed that
the larger the Batchsize setting for self-supervised contrast
learning, the better the model training effect. This is because
a large Batchsize can contain more negative samples.

4.3. Supervised Fine-Tuning of Few-Shot Samples. To dem-
onstrate the effectiveness of the proposed method, different
proportions of samples from the training dataset are selected
as the new training set, and the test set is kept unchanged to
verify the performance of the small-sample supervised fine-
tuning classification. The improved method is compared
with three other existing methods: (1) ResNet-18 from
scratch, (2) ImageNet pretrained ResNet-18 model, and (3)
SimCLR before improvement.

The results of the classification experiments in Figure 7
show that the improved method performs better on the
commodity dataset compared with the original contrast
learning model SimCLR. It indicates that the structure pro-
posed in this paper can reduce information loss and enhance
the ability of feature extraction of the model, which achieves
the expected effect of the design. The improved method sig-
nificantly outperforms the ImageNet pretrained model and
the ResNet18 model trained from scratch on the commodity
dataset when the sample size is small. The improved method
achieves an accuracy of 75.2% using only 5% of the labeled
data, which is 10.9% higher than that of the ImageNet pre-
trained model. The reason for this is that there are large
interdomain differences between commodity and natural
images, and the feature distribution of the target dataset can-
not be adequately fitted either by scratch training or by using
the ResNet model pretrained on ImageNet when the sample
size is small. The training process of the ImageNet pretrain-
ing model relies on the signals provided by the data labels
and thus features unrelated to the label signals are lost dur-
ing the training. The improved method does not rely on the
label signal, which provides richer and more abstract super-
vised information compared to supervised learning, maxi-
mizes the retention of image features, and allows the linear
classifier to easily classify the features extracted by the
improved method.

4.4. Distributed Computing Experiments. We first performed
an image classification time test. The configuration in this
test is consistent with the image feature extraction test, and
the image classification time test mainly compares the time
of the standalone classification test with the time of the
Hadoop cluster classification test. We save the features from
the image library as files in the local file system and extract
features from a total of 1000 images using the feature extrac-
tion module in the modified SimCLR model. We write a
program for image classification and matching on a standa-
lone machine using the relevant interface of the OpenCV
image processing library and use the generated feature files
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Figure 6: Loss curves with different Batchsizes.
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for image classification in an average time of 328 s and
0.328 s per image. We test image classification on a Hadoop
cluster in an average time of 447 s, reaching an average time
of 0.447 s per image.

In the Hadoop performance test, the system is mainly
tested in terms of map and reduce quantity, and for the
map and reduce quantity performance test, 1000 image sam-
ples of size 224 × 224 in HDFS are selected and feature
extraction is performed. Table 2 shows the image feature
extraction time consumption of the system with different
map and number and other parameters.

The time of reduce also decreases accordingly, but it can be
seen that the decrease in time is significantly smaller than the
decrease in map tasks. When the number of map tasks reaches
64, the time of the reduce task does not drop as much as it did
originally. The reason for this is that the increase in the num-
ber of map tasks causes the intermediate data to be generated
too quickly, while the cluster is running with only 4 or 8
reduce tasks, which makes the data between different nodes
not read directly into memory but is temporarily stored in a
waiting queue. When the number of reduces is increased to
8, all the reduce tasks take significantly less time than when
there are 4. From the table, we can see that the total time for
image classification is minimal when the number of reduce
and map is 8 and 16, respectively.

5. Conclusions

Commodity recognition, as a technology of great commer-
cial value, has also entered the research horizon of research
institutions and various corporate companies. To address
the problem of many unlabeled samples and scarce labeled
samples in the process of automated commodity classifica-
tion, this paper proposes a commodity image classification
method based on self-supervised contrast learning to achieve
efficient learning of image features by improving the projec-
tion head layer in the SimCLR model. In addition, to reduce
the time for model pretraining and supervised fine-tuning
and classification, this paper provides a distributed imple-
mentation of the above algorithm based on Hadoop. The
experimental results on commodity image datasets show
that the method in this paper can learn feature representa-
tions from a small amount of unlabeled data and obtain
better classification results. The distributed architecture
effectively reduces the model training and classification
time. The improved SimCLR model yields promising
results but the computational cost of the same in case of
large-scale implementation is yet to be explored in the
study. This would act as a guidance for future research
work.
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