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#### Abstract

The prediction of pick-up regions for online ride-hailing can reduce the number of vacant vehicles on the streets, which will optimize the transportation efficiency of cities, reduce energy consumption and carbon emissions, and increase the income of online ride-hailing drivers. However, traditional studies have ignored the temporal and spatial dependencies among pick-up regions and the effects of similarity of POI attributes in different regions in modelling, making the features of the model incomplete. To address the above problems, we propose a new multigraph aggregation spatiotemporal graph convolutional network (MAST-GCN) model to predict pick-up regions for online ride-hailing. In this paper, we propose a graph aggregation method to extract the spatiotemporal aspects and preference features of spatial graphs, order graphs, and POI graphs. GCN is used on the aggregated graphs to extract spatial dimensional features from graph-structured data. The historical data are sequentially divided into temporal granularity according to the period, and convolution operations are performed on the time axis to obtain the features in the temporal dimension. The attention mechanism is used to assign different weights to features with strong periodicity and strong correlation, which effectively solves the pick-up region prediction problem. We implemented the MAST-GCN model based on the PyTorch framework, stacked with a two-layer spatiotemporal graph convolution module, where the dimension of the graph convolution is 64 . We evaluate the proposed model on two real-world large scale ride-hailing datasets. The results show that our method provides significant improvements over state-of-the-art baselines.


## 1. Introduction

As of June 2021, according to China's online ride-hailing regulatory information interaction platform, the scale of China's online ride-hailing passengers reached 397 million, with an average daily order number of more than 21 million units. Demand for online ride-hailing services has led to an increase in the popularity of ride-hailing among residents. Although online ride-hailing services have many advantages, some concerns have emerged against the backdrop of their increasing adoption. It was found that as more and more passengers choose to travel by online ride-hailing, this in turn has increased urban traffic congestion. A study of online ride-hailing and urban congestion reveals that instead of complementing public transportation, online ride-hailing
is diverting passenger traffic. There has been some disagreement among researchers as to whether or not online ridehailing has added to traffic congestion in some cities [1, 2]. According to the statistical analysis of relevant researchers [ 3,4$]$, the daily mileage of taxi or online ride-hailing is about 400 km , while the average empty rate of cabs is about $40 \%$. This means that almost half of the time cabs operate inefficiently, leading to more transportation resources consumption and environmental pollution. Despite the fact that cabs are mostly vacant, many citizens still struggle with the difficulty of taking a cab. The most pressing issue that needs to be addressed is reducing the number of miles traveled by online ride-hailing cabs when they are vacant in the process of looking for passengers. The usual method for taxi drivers to identify potential passengers in a traditional taxi service is
to drive about the city and wait at "hot spots," such as the gates of railway stations, hotels, restaurants, and shopping malls. However, while there is a large data processing server that monitors consumer requests and distributes them to drivers for ride-hailing services, problems similar to those experienced by normal taxi services still persist [5]. According to statistics from the Online ride-hailing Regulatory Information Exchange Platform, the average waiting time of online ride-hailing in China is about 8 minutes. Customers' demands may still be far away from the driver's location, accumulating a high distance of empty cars, resulting in huge fuel consumption and redundancy.

Some ride-hailing companies, such as Lyft in the U.S. and DiDi in China, offer passengers a convenient ridehailing service. These ride-hailing platforms collect an extensive amount of ride-hailing operation data, including passengers' travel time, pick-up region, destination, waiting time, and other valuable information. Mining and analyzing the relevant valuable information in these data can provide better services for drivers and passengers. Pick-up region prediction can help drivers effectively improve the efficiency of looking for passengers and reduce carbon dioxide emissions and energy consumption caused by no-load cruising [6].

The development of intelligent transportation provides unprecedented opportunities for pick-up region prediction, but it also faces new challenges. First of all, the increasing operation data of ride-hailing will consume a lot of storage resources and reduce the forecasting efficiency [7]. Secondly, many cities are constantly building or renovating roads. If they use too much historical trajectory data, noise data will be introduced instead, leading to the decline of performance. Therefore, the noise data can be greatly reduced if the order data can reflect the law of driver's choice of passengers. However, the passenger carrying area reached by ridehailing vehicles is very limited every day, which makes this method face the problem of data sparsity [8]. In addition, as the geographical location changes, the driver's focus on the passenger area will also change dynamically, such as the number and type of POI (point of interest) in different areas, which will also affect the order number [9].

According to the urban planning, the city is divided into various functional regions, such as industrial region, commercial region, residential region, and leisure region [5]. In general, people return to their residential areas on weeknights or go shopping downtown on weekends, as well as commuting between functional regions. People engage in a range of social activities related to these areas. According to the study [1], most of the areas where residents ride belong to a small area within a certain point of interest. Therefore, we mine the data of ride-hailing orders for potential information about passengers' pick-up regions. These potential messages are characterized by spatial dependence, temporal dependence, and preference of POIs.
(1) Spatial dependence: passenger travel has a certain spatiality. According to the planning of the city, the number of orders in the central city is more than the number of orders in the suburbs. Residential
areas, commercial areas, and other functional areas have more orders than industrial areas. Passengers frequently visit specific areas and their neighborhoods.
(2) Temporal dependence: passenger travel is temporal in nature [10]. During the morning peak, the boarding area is generally near the residential area, while the alighting area is generally near the office area. There is temporality in passenger travel, and the boarding area shows a cyclical change.
(3) Preference of POIs: passengers' trips also show different preferences when they are in different areas or at different times of the day [11]. For example, passengers may frequently visit shopping-related POIs on weekends and leisure places near residential areas in the evening. Thus, the pattern of passengers in functional urban areas is relatively stable compared to mobility [12], as shown in Figure 1.

In summary, pick-up region prediction faces more challenges in providing prediction due to spatiotemporal dependencies compared to traditional ride-hailing order prediction. In addition, the movement of online vehicles between functional regions involves different movement patterns of passengers and the order data in a region contains POIs for multiple functions, making it more complex to analyze.

To solve the aforementioned issues, we offer a multigraph aggregation spatiotemporal graph convolution network model in this research. First, a multigraph aggregation method is proposed to fuse geospatial data, ride-hailing order data, and POI data to mine the potential information of passenger boarding area to provide a solution to the data sparsity problem. Second, we use a multigraph structure to obtain data representations from various perspectives and adopt a spatiotemporal graph convolution structure to simultaneously capture data in time, space, and behavioral preferences. Finally, we capture the dynamic spatial correlation and dynamic temporal correlation between different regions by using the spatiotemporal attention mechanism to improve the prediction performance.

Our contributions are highlighted as follows:
(i) We present a graph convolutional network model with multiple graph aggregation and three separate graphs, spatial graph, order graph, and POI graph. A method for aggregating multiple graphs is designed so that graph convolution can be applied simultaneously among multiple heterogeneous data
(ii) A spatiotemporal graph convolution structure is proposed to model the temporal dependence, spatial dependence, and spatiotemporal dependence among three kinds of graph. A spatiotemporal attention-based mechanism is used to selectively obtain more valuable information to enhance the prediction
(iii) An encoder-decoder structure with LSTM units is constructed to extract the temporal dependence of


Figure 1: POI information for Chengdu and Wuhan.
the multigraph and predict the pick-up region of the ride-hailing
(iv) Extensive experiments on the model proposed are conducted on the Chengdu DiDi Chuxing dataset and the Wuhan taxi dataset. On three evaluation metrics, MSE, RMSE, and MAE, the relevant experimental results reveal that our strategy outperforms the state-of-the-art baseline

## 2. Related Work

Ride-hailing pick-up region prediction is one of the research hotspots in recent years. The use of a ride-hailing pick-up region prediction approach can help to organize vehicle flow, increase vehicle utilization, decrease waiting time, and alleviate traffic congestion; an overview of relevant research work is shown in Table 1.

The development of smart transportation offers great opportunities for employing data mining methods for demand forecasting of cabs. Several researchers have used spatial cluster analysis methods to address taxi pick-up and drop-off region prediction. [13] used spatial point cluster analysis to perform point clustering of cab pick-up and drop-off points and obtain popular pick-up and drop-off areas to recommend the best pick-up points to cab drivers. However, it is difficult to quickly identify clusters with irregular shapes when the amount of data on pick-up and dropoff points is large. Also, how to determine the similarity coefficient of data with multiple attributes is one of the current difficulties. [14] clustered the trajectories between the drop-off hotspots and the pick-up hotspots to get the optimal path with the most customer-seeking potential. However, overall-based trajectory clustering ignores the detailed
information of subtrajectories, while segment-based trajectory clustering segments the trajectories, thus ignoring the similarity measure in the spatiotemporal dimension. Researchers also use time-series methods to analyze taxi trajectory data; [15] propose a Taxi-RS method to search for frequent pattern subsequences of trajectories and construct a frequent trajectory graph model, which can calculate the best pick-up region prediction results. [16] have used automatic ARIMA models for time-series analysis to predict hotspot areas for passengers. However, time-series methods are used to analyze one-dimensional data, and there are many limitations in applying them to two-dimensional data.

In recent years, researchers have tried to solve this problem using machine learning methods. [17] have used population genetic algorithms for the shortest path calculation to implement a taxi dispatching model and also to recommend the best area for taxi drivers to carry passengers. [18] develop a taxi path optimization model and solve the taxi path optimization model by using an improved genetic algorithm. The genetic algorithm uses a heuristic search, which is easy to parallelize, but may be premature and inefficient when dealing with large-scale data. To forecast the demand for taxi, [19] combined local geographical elements of taxi demand and meteorological data into a convolutional LSTM (ConvLSTM). The model not only establishes the same temporal characteristics as the traditional LSTM model but also depicts the local spatial features like CNN. [20] propose an integrated model based on LSTM method, a selected pass recurrent unit network (GRU), and an extreme gradient advancement (XGBOOST) model, combined with point of interest (POI) data to predict taxi demand. The above methods can capture the nonlinear characteristics of timeseries data. Nevertheless, it is difficult for time-series prediction which is for a single node to describe the interactions

Table 1: Overview of related work to pick-up region prediction.

| Method | Technology | Related model |
| :--- | :---: | ---: |
| Traditional methods | Spatial cluster methods | Point cluster [13] |
|  | Time series methods | Trajectory cluster [14] |
| Taxi-RS [15] |  |  |
|  |  | ARIMA [16] |
|  | Genetic algorithm | PGA [17] |
| Machine learning methods |  | HGA [18] |
|  | LSTM | ConvLSTM [19] |
|  |  | LSTM and GRU [20] |
|  | GCN | GCN [21, 22] |
| Deep learning methods | Attention mechanism |  |
|  |  | ST-ED-RMGC [23] |
|  |  | MRA [24] |

between nodes. Meanwhile, recurrent networks for sequence learning require iterative training, which introduces a gradual accumulation of errors.

Due to the heterogeneity, spatial and temporal characteristics of traffic data, many methods, and models based on graph convolutional networks have emerged to achieve the extraction of spatial and temporal features of traffic data. [21] studied the operation mode of urban cabs, divided the road network into grids, and realized the traffic flow prediction while using graph convolution to achieve taxi demand prediction. [22] constructed various graph structure-based representations using adjacent neighborhoods and similar functional areas as nodes, based on which they used multiple groups of GCNs for spatial correlation modeling to achieve demand forecasting for online ride-hailing. [23] propose a new deep learning model ST-ED-RMGC to construct multiple graphs for OD (Origin Destination) prediction of cabs by spatial distance as well as semantic correlation and use RMGC network to decode the compressed vectors into OD graphs and finally predict the future OD demand. Some researchers have introduced attention mechanisms into GCNs. [24] proposed a multirange attention mechanism for two-component graph convolution. The model first constructs the node graph and edge graph separately and designs a two-layer graph convolution model for modelling edge-node interactions, considers the influence of surrounding nodes on the target table nodes, and proposes the use of a multi-range attention mechanism to aggregate information of neighboring nodes to dynamically understand the importance of different aggregation ranges. GCN has become a fundamental model for traffic prediction research and a benchmark method for experiments. Since the traffic data itself is time-series data, how to mine the time-series features and fuse them with spatial features for prediction has become the focus of improvement of the models used for traffic prediction. The above GCN model relies on the eigenvalues of the Laplacian matrix, which makes it difficult to abstract the convolution operation from the whole static graph structure. At the same time, the information carried by a single graph is increasingly difficult to meet the needs of traffic prediction. Therefore, the traffic prediction prob-
lem relies on well-defined graph structure information to efficiently extract spatial and temporal features and model them more finely.

As mentioned in the review, the pick-up region is affected by the space, time, and POI of that region. Therefore, we construct three heterogeneous graphs based on historical data and propose a graph aggregation method to fuse the temporal and spatial features as well as preference features of the three graph structures. GCN is used on the aggregated graphs to extract spatial dimensional features from the graph structure data. The historical data are sequentially divided into temporal granularity based on periodicity, and convolution operations are performed on the time axis to obtain the features in temporal dimension. The pick-up region prediction problem is effectively solved by using the spatiotemporal attention mechanism to assign different weights to features with strong periodicity and strong correlation.

## 3. Definitions and Preliminaries

In this section, we first provide important definitions of geospatial graphs, ride-hailing order graphs, and POI graphs. This paper adopts the classic processing method in the field of transportation [25] and divides urban regions to be processed into multiple grids on average, dividing relevant study regions into $i \times j$ grids equally. The spatial area on the $i^{\text {th }}$ row and $j^{\text {th }}$ column of the grid region is denoted as $R(i, j)$ in the paper. With these region grids, we can transform the geospatial data into a region grid matrix. The grid matrix is the most suitable data input format for graph convolutional network models. In this manner, the total number of ride-hailing orders in each small grid area is studied. Then, each grid is regarded as a vertex of the graph, which is used to construct the graph model [26].

Definition 1. In spatial graph, we define the regional grids as an undirected graph $G_{s}=\left(V_{s}, E_{s}, A_{s}\right)$, where $V_{s}$ is the centre point of each grid region, $E$ is the distance between the centre points of each grid region, and the centre point of each grid is regarded as the geographic location centre of the grid.

The distance from the centre is regarded as the edge weight of the geographic graph structure. $A$ is the spatial adjacency matrix representing the distance dependence between nodes [27]. The calculation function of the centre distance between the two nodes is $\operatorname{dist}(\cdot)$. The closer the distance is, the smaller the weight is. The online ride-hailing demand between the two will also be similar to a certain extent. The geographical map range set can be defined as

$$
\begin{equation*}
\left.\psi_{i}=\left\{r_{j} \mid \operatorname{dist}\left(r_{i}, r_{j}\right) \leq D\right)\right\} \tag{1}
\end{equation*}
$$

where $D$ is the settable threshold.
Definition 2. In order graph, the number of ride-hailing orders in a region is a key factor affecting the prediction of passenger pick-up regions. Therefore, based on the similarity of regional ride-hailing demands, we constructed an order graph of spatial regions to represent the correlation between regions and called it an order graph. We define the order graph as an undirected graph $G_{o}^{(t)}=\left(V_{o}, E_{o}^{(t)}, A_{o}^{(t)}\right)$ at time interval $t . V_{o}$ is the set of nodes, and $E_{o}^{(t)}$ is the set of edges [28]. The graph's nodes are the region grids, and the graph's edges represent the links between them. The spatial adjacency matrix $A o(t)$ represents the reliance between nodes. If an order is placed within the range of regional grid $i$, it will be recorded as a visit to grid $i$ by ride-hailing. In this study, the number of passengers in the region is used to approximate the ride-hailing pick-up region, and the Dynamic Time Warping (DTW) algorithm [29] is used to computational similarity $\varphi_{i j}$ of the demand time-slot between grid $i$ and grid $j$, as shown in Equation (2). As long as there is a demand for online ride-hailing between any two vertices, they are related. At the same time, the order graph will be affected by the time factor, because the order information between the two regions is often different in different time periods, so the changes of the order graph at different time should be taken into account in the modeling. We divide the orders of the day into 48 segments equal in time. The grid attribute values are updated once every 0.5 hours to adapt to the preference changes of ride-hailing in different time periods.

$$
\begin{equation*}
\varphi_{i j}=\operatorname{DTW}(i, j) . \tag{2}
\end{equation*}
$$

At this point, the adjacency matrix $A_{o}$ is calculated by

$$
A_{o}= \begin{cases}0, & \varphi_{i j}>\varphi  \tag{3}\\ 1, & \varphi_{i j} \leq \varphi\end{cases}
$$

where $\varphi$ is the hyperparameter, indicating the similarity threshold of whether the two regions are related.

Definition 3 POI Graph. In this study, POI in some areas of Chengdu was climbed and classified into activity types of POIs in each grid. The activity attributes of the grid were consistent with those of POIs with the largest number of same attributes [30]. We define POI graph denoted as $G_{p}$
$=\left(V_{p}, E_{p}, A_{p}\right)$; the DTW algorithm was used to quantify the similarity between grids with similar POI activity attributes, as show in

$$
P_{i, j}=\left\{\begin{array}{l}
\exp \left(-D T W\left(O_{i}, O_{j}\right)\right), \quad i \neq j  \tag{4}\\
1, \quad i \neq j
\end{array}\right.
$$

where $O_{i}, O_{j} \in \mathbb{R}^{1 \times T}$ represents the ride-hailing orders vector of the $i$ th grid and $T$ is the length of the vector, determined by the selected control time scale. After the matrix $P$ is obtained, the weight of POI activity attribute graph can be obtained by normalization.

## 4. Proposed Method

4.1. The Framework of the Proposed Method. In this section, we formalize the learning problem of spatiotemporal prediction of ride-hailing pick-up region and describe how to model spatiotemporal correlation using the proposed multigraph aggregation spatiotemporal graph convolution network (MAST-GCN). Figure 2 shows the system architecture which consists of four main components: the graph construction block, the GCN block, the LSTM block, and the prediction block. In the graph construction module, we divide the spatial area by a fixed-size grid, map the POI information and ride-hailing order information to the corresponding grid, and then aggregate the relevant information by the grid to form the aggregation graph. The GCN module uses the above aggregated multigraph to make the input of the graph convolutional network can have one graph feature and multigraph structure feature description matrices, thus fusing multiple spatial relationship matrices (graph structure feature description matrix) and temporal feature (graph feature). The time-series data with spatial features are used as the input to the LSTM module by a two-layer graph convolution operation. The encoded LSTM in the LSTM module is used to capture the position vector sequence, and the decoded LSTM is used to predict the pick-up point vector sequence. The spatiotemporal attention mechanism between encoding and decoding is to dynamically capture the dependency between the location to be predicted and the sequence of location vectors. The output of the model is a recommended sequence of ride-hailing pick-up regions.
4.2. Multigraph Aggregation. If each graph model is trained separately, the complexity of the algorithm will be greatly improved. In order to avoid this shortcoming, this study improves the traditional aggregation function and designs a graph aggregator by comprehensively considering the different influence degrees of the three graph models on the prediction results [21], as shown in Figure 3. The aggregation mode of spatial graph is shown in

$$
\begin{equation*}
S_{t}^{i}=\delta\left(W_{s} \cdot\left(f_{t}^{i}+\sum_{r_{j} \in \psi_{i}} \frac{\operatorname{dist}^{2}\left(r_{i}, r_{j}\right)}{\sum \operatorname{dist}^{2}\left(r_{i}, r_{j}\right)}\right) f_{t}^{j}\right) \tag{5}
\end{equation*}
$$

where $s_{t}^{i}$ represents the spatial graph embedding vector at


Figure 2: The framework of the proposed multigraph aggregation spatiotemporal graph convolutional network model (MAST-GCN).


Figure 3: Illustration of graph aggregation of spatial, order, and POI graphs.
time $t, W_{s}$ is the trainable weight matrix, and $f_{t}^{i}$ and $f_{t}^{j}$ are characteristics of $r_{i}$ and $r_{j}$ before spatial aggregation operation, respectively. Similarly, the features of order graph can be aggregated as shown in

$$
\begin{equation*}
O_{t}^{i}=\delta\left(W_{O} \cdot\left(f_{t}^{i}+\sum \frac{\operatorname{num}^{2}\left(r_{i}\right)}{\sum \operatorname{num}^{2}\left(r_{j}\right)}\right) f_{t}^{j}\right) \tag{6}
\end{equation*}
$$

where num $\left(m_{i}\right)$ represents the number of orders in region $r_{i}$, $W_{O}$ is the trainable weight matrix, $O_{t}^{i}$ represents the order graph embedding vector at time $t$, and $f_{t}^{i}$ and $f_{t}^{j}$ are characteristics of $r_{i}$ and $r_{j}$ before the number of order aggregation operation, respectively. The features of POI graph can be aggregated as shown in

$$
\begin{equation*}
P_{t}^{i}=\delta\left(W_{p} \cdot\left(f_{t}^{i}+\sum \frac{\operatorname{sim}^{2}\left(r_{i}, r_{j}\right)}{\sum \operatorname{sim}^{2}\left(r_{i}, r_{j}\right)}\right) f_{t}^{j}\right) \tag{7}
\end{equation*}
$$

where $\operatorname{sim}\left(r_{i}, r_{j}\right)$ represents POI activity attribute similarity
of $r_{i}$ and $r_{j}, P_{t}^{i}$ represents the POI graph embedding vector at time $t, W_{p}$ is the trainable weight matrix, and $f_{t}^{i}$ and $f_{t}^{j}$ are characteristics of $r_{i}$ and $r_{j}$ before the activity attribute of POI aggregation operation, respectively.

We embed vectors $S_{t}^{i}$, $O_{t}^{i}$, and $P_{t}^{i}$ carry spatial information, order quantity of grid, and POI attribute information, respectively. Different neighborhood contexts and spatial features are used to learn the knowledge simultaneously. The final representation $\mathscr{F}_{t}^{i}$ of grid $G_{i}$ at time $t$ is calculated in the last stage of grid embedding by merging grid embedding vectors from three aspects as shown in

$$
\begin{equation*}
\mathscr{F}_{t}^{i}=\left[S_{t}^{i}, O_{t}^{i}, P_{t}^{i}\right], \tag{8}
\end{equation*}
$$

where [.] respresents the concatenation of three vectors.
4.3. Graph Convolution Network. After graph aggregation construction, we adopt the GCN module to capture the spatiotemporal dependencies. GCN uses a neighborhood aggregation scheme to compute a new feature vector for each node by iteratively aggregating and transforming the feature


Figure 4: The architecture of LSTM and Attention Block.
vectors of its neighboring nodes. The aggregate operation of GCN performs a traversal of the neighboring nodes for each node, aggregating the feature vectors of the neighboring nodes. According to [25], the graph convolution operation method based on Chebyshev polynomial approximation is defined as follows:

$$
\begin{equation*}
\mathscr{F}^{\prime}=\sigma\left(\sum_{i=0}^{n-1} \alpha_{j} L^{j} \mathscr{F}\right) \tag{9}
\end{equation*}
$$

where $\mathscr{F}$ is the input feature, $\left(\alpha_{0}, \alpha_{1}, \cdots \alpha_{n-1}\right)$ is learnable coefficients, $L^{j}$ is the $i$-th power graph Laplacian matrix, and $\sigma(\cdot)$ denotes the activation function. The graph Laplacian matrix is calculated as follows:

$$
\begin{equation*}
L=I-D^{-1 / 2} A D^{-1 / 2} \tag{10}
\end{equation*}
$$

where $I$ is the identity matrix, $D$ denotes the degree matrix of the graph, and $A$ is the adjacency matrix of the graph.

Based on the GCN theory proposed by the [31], the equation of GCN layer can be expressed as

$$
\begin{equation*}
\mathscr{F}^{\prime}=\sigma\left(W \tilde{D}^{-1 / 2} \tilde{A} \tilde{D}^{-1 / 2} \mathscr{F}\right), \tag{11}
\end{equation*}
$$

where $\tilde{A}=A+I$ is expressed as the renormalized matrix, $\tilde{D}$ $=\sum_{i} \tilde{A}_{i j}$.

Based on the spatiotemporal graph structure, the model can obtain the first-order neighbor information through the graph structure during a graph convolution operation, that is, temporal dependence and spatial dependence. In the second convolution operation, the model can obtain the information of the second-order neighbor, that is, the spatiotemporal dependence.
4.4. LSTM Module. Although the spatiotemporal graph convolution network has captured the spatiotemporal relation, the time-series information cannot be captured because the graph convolution will ignore the sequence of nodes before and after capturing the time information. Therefore, the output of the spatiotemporal graph convolutional network is input into LSTM to capture the sequence information between time nodes, as shown in Figure 4.

The LSTM model has proved to be very effective in processing time-series data with long temporal dependent features. In a spatiotemporal graph convolution network, each grid $G_{i}$ has a feature vector of time $t$, such as $\left\{v_{1}^{i}, v_{2}^{i}, \cdots, v_{t}^{i}\right.$ \}. Taking a time-series $\left\{v_{t}^{i}\right\}_{t=1}^{T}$ as input, LSTM encodes $\left\{v_{t}^{i}\right\}_{t=1}^{T}$ into hidden states $\left\{h_{t}^{i}\right\}_{t=1}^{T}$ via $h_{t}^{i}=f\left(v_{t}^{i}, h_{t-1}^{i}\right)$; the formula is shown as follows:

$$
\begin{gather*}
f_{t}^{i}=\sigma\left(W_{x f} v_{t}^{i}+W_{h f} h_{t-1}^{i}+b_{f}\right), \\
i_{t}^{i}=\sigma\left(W_{x i} v_{t}^{i}+W_{h i} h_{t-1}^{i}+b_{i}\right), \\
o_{t}^{i}=\sigma\left(W_{x o} v_{t}^{i}+W_{h o} h_{t-1}^{i}+b_{o}\right),  \tag{12}\\
c_{t}^{i}=f_{t} \odot c_{t-1}^{i}+i_{t} \odot \tanh \left(W_{x c} v_{t}^{i}+W_{h c} h_{t-1}^{i}+b_{c}\right), \\
h_{t}^{i}=o_{t}^{i} \odot \tanh \left(c_{t}^{i}\right),
\end{gather*}
$$

where $f_{t}^{i}, \nu_{t}^{i}$ and $o_{t}^{i}$, respectively, forgotten gate, update gate, and output gate and $c_{t}^{i}$ and $h_{t}^{i}$, respectively, are cell memory state vector and hidden state vector. In these equations, $\sigma$ is the sigmoid function, $\odot$ is element wise product, and $v_{t}^{i}$ is the input vector. $W$ and $b$ is the weight and bias in the training process. We simplify the LSTM representations in


Figure 5: Spatiotemporal attention mechanism.

Equation (13).

$$
\begin{equation*}
h_{t}^{i}=\operatorname{LSTM}\left(v_{t}^{i}, h_{t-1}^{i}, c_{t-1}^{i}\right) \tag{13}
\end{equation*}
$$

4.5. Spatiotemporal Attention Mechanism. The problem of predicting pick-up regions lies in only considering the number of orders in the neighboring grid or in the current time window, which is insufficient. Regions farther away from the grid regions and the orders in the period before and after the grid regions should receive relatively more or less receive attention. We take into consideration the uneven characteristics of passenger travel activity levels in different periods and the mobility characteristics in different POIs and pay more attention to the correlation between key spatial regions and POI regions and between key periods and prediction regions. Although the spatiotemporal features are obtained by the GCN module, the spatial regions have been changing dynamically with time, so the attention weights for each node are different at different time points. At each moment, global attention should be paid to each node instead of a few nodes individually. Therefore, the dynamic spatial correlation between different regions is captured by using the spatial attention mechanism and the dynamic temporal correlation between different times is captured by using the temporal attention mechanism to improve the prediction performance.

We used an attention mechanism to modify the initial LSTM to use the incoming spatiotemporal information. First, for a single time step, spatial weights are dynamically applied to the input features. Then, at each time step, the temporal attention weights are allocated to the hidden states by making full use of the hidden states at each LSTM phase. The input and output of the LSTM cells are affected by spatial and temporal attention weights. We can dynamically alter the attention weights while enhancing the LSTM cell's performance with the help of the spatial and temporal attention modules.

We denote the input of the $t^{\text {th }}$ layer as $H^{(l-1)}$, where the hidden state of vertex $v_{i}$ at time step $t_{j}$ is denoted as $h_{v i, t j}^{l-1}$.

The outputs of the temporal attention mechanism in the $l^{\text {th }}$ layer are denoted as $H_{s}^{l}$ and $H_{t}^{l}$, respectively, where the hidden state of vertex vi at time step $t_{j}$ is denoted as $h s_{v i, t j}^{l}$ and $h t_{v i, t j}^{l}$, respectively. After gated fusion, we obtain the output $H^{(l)}$ of the $l^{\text {th }}$ layer, as shown in Figure 5(a).
4.5.1. Spatial Attention Mechanism. In the spatial dimension, there are significant differences in the interactions between different regions. For example, most people leave home in the morning to go to work, indicating a clear influence relationship between residential and industrial areas. However, the influence relationship between certain unrelated places is relatively weak. So, passengers' pick-up regions affect each other and have a strong dynamic. Therefore, we use spatial attention to dynamically assign different weights to different vertices and adaptively obtain the spatial association relations of nodes in the spatial dimension, as shown in Figure 5(b). The spatial attention mechanism assigns different weights to the spatial features of nodes at time $t$. Then, the attention weights of each node relative to all nodes are fused through the full connection layer. The formula for calculating spatial attention is as follows:

$$
\begin{gather*}
H_{s a}^{t}=\operatorname{ReLU}\left(\sum_{i=1}^{N} S_{i}^{t} h_{i}^{t}\right), \\
S_{i}^{t}=V_{s} \tanh \left(W_{s^{\prime}}\left[h_{t-1} ; c_{t-1}\right]+W_{s} h_{t}+b_{s}\right),  \tag{14}\\
S_{i, j}=\frac{\exp \left(S_{i, j}\right)}{\sum_{j=1}^{N} \exp \left(S_{i, j}\right)},
\end{gather*}
$$

where $H_{s a}^{t}$ represents the aggregation of spatial information of the node at time $t, S_{i}^{t}$ is the weight of the hidden state vector of nodes, and $\left[h_{t-1} ; c_{t-1}\right]$ is the hidden state and cell state of the previous unit at time $t-1$. The value of an element $S_{i, j}{ }^{\prime}$ in $S_{i}^{t}$ semantically represents the correlation strength between node $i$ and node $j$. where $V_{s}, b_{s} \in \mathbb{R}^{m \times 1}, W_{s^{\prime}} \in$ $\mathbb{R}^{m \times 2 n}$, and $W_{s} \in \mathbb{R}^{m \times n}$ are learnable parameters.

Table 2: Comparison if prediction performances in different models.

| Dataset | Methods |  | Weekday |  | Weekend |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | RMSE | MAE | RMSE | MAE |
| Chengdu | Traditional models | HA | 53.25 | 32.18 | 54.67 | 33.58 |
|  |  | ARIMA | 41.72 | 29.86 | 43.32 | 30.67 |
|  | Deep models | LSTM | 40.81 | 26.35 | 42.73 | 28.49 |
|  |  | GRU | 36.56 | 25.22 | 37.55 | 26.62 |
|  |  | MGCN | 32.39 | 23.21 | 34.68 | 24.94 |
|  |  | STGCN | 29.82 | 21.24 | 30.99 | 22.57 |
|  | Our model | MAST-GCN | 20.57 | 13.29 | 21.82 | 14.12 |
| Wuhan | Traditional models | HA | 55.49 | 33.55 | 56.72 | 34.25 |
|  |  | ARIMA | 43.89 | 31.87 | 45.76 | 32.36 |
|  |  | LSTM | 42.13 | 27.57 | 45.18 | 29.77 |
|  | Deep models | GRU | 37.52 | 26.47 | 38.37 | 28.17 |
|  |  | MGCN | 33.89 | 24.31 | 34.94 | 25.39 |
|  |  | STGCN | 30.76 | 21.52 | 31.8 | 23.71 |
|  | Our model | MAST-GCN | 22.49 | 14.68 | 23.68 | 15.31 |



Figure 6: Comparison of average performance of different methods.
4.5.2. Temporal Attention Mechanism. During the prediction process, we find that some destinations are highly correlated during certain periods of time. Most of the destinations of online ride-hailing during the morning rush hour (7:00$9: 00)$ are companies, schools, hospitals, and so on. In the evening peak (16:00-19:00), there are more residential clusters. The temporal attention mechanism learns the long time-dependent characteristics of historical data and assigns
higher weights to more relevant destinations over a particular time period. Therefore, we can grasp the underlying movement patterns by analyzing destination weights and making the attention model easier to interpret. As shown in Figure 5(b), temporal attention is used to adaptively capture dynamic temporal correlations between different time periods in order to best manage temporal information with periodicity. Assign various priority weights to each hidden


Figure 7: Time-based performance: (a) performance across different hours of the day and (b) performance across different days of the week.
state on an adaptive basis. The following is how we compute the temporal attention of each hidden state at the output:

$$
\begin{gathered}
H_{s t}^{t}=\operatorname{ReLU}\left(\sum_{t=1}^{T} E_{i}^{t} h_{i}^{t}\right), \\
E_{i}^{t}=V_{e} \tanh \left(W_{e^{\prime}}\left[h_{t-1} ; c_{t-1}\right]+W_{e} h_{t}+b_{e}\right), \\
E_{i, j}^{\prime}=\frac{\exp \left(E_{i, j}\right)}{\sum_{j=1}^{T} \exp \left(E_{i, j}\right)},
\end{gathered}
$$

where $H_{s t}^{t}$ represents temporal attention weights are jointly determined by historical states, $E_{i}^{t}$ is the weight of the hidden state vector of nodes, and $\left[h_{t-1} ; c_{t-1}\right]$ is the hidden state and cell state of the previous unit at time $t-1$. The value of an element $E_{i, j}{ }^{\prime}$ in $E_{i}^{t}$ semantically represents the correlation strength between time $i$ and time $j$. where $V_{e}, b_{e} \in \mathbb{R}^{m \times 1}$, $W_{e^{\prime}} \in \mathbb{R}^{m \times 2 n}$, and $W_{e} \in \mathbb{R}^{m \times n}$ are learnable parameters.
4.5.3. Gated Fusion. We use a gated fusion unit to fuse spatiotemporal features by adaptively controlling the effect of spatiotemporal attention at each time slot [32]. As shown

Table 3: Experiment results for ablation analysis.

| Dataset | Method | RMSE | MAE |
| :--- | :---: | :---: | :---: |
| Chengdu | MAST-GCN | 21.32 | 15.26 |
|  | MAST-GCN-V1 | 23.32 | 16.04 |
|  | MAST-GCN-V2 | 24.12 | 16.31 |
|  | MAST-GCN-V3 | 22.73 | 15.99 |
| Wuhan | MAST-GCN | 23.65 | 16.31 |
|  | MAST-GCN-V1 | 24.41 | 17.21 |
|  | MAST-GCN-V2 | 25.96 | 17.44 |
|  | MAST-GCN-V3 | 25.09 | 16.92 |

in Figure 5(a), the hidden features are fused by fusion gate $z$, including spatial features $h_{s a}$ and temporal features $h_{s t}$.

$$
\begin{align*}
& H_{\text {fusion }}=z \bigodot H_{s a}+(1-z) \bigodot H_{s t}  \tag{16}\\
& z=\sigma\left(H_{s a} W_{z, 1}+H_{s t} W_{z, 2}+b_{z}\right) \tag{17}
\end{align*}
$$

where $\bigodot$ indicates the element-wise product; $\sigma(\cdot)$ indicates the sigmoid activation; $W_{z, 1}, W_{z, 2}$, and $b_{z}$ are parameters that can be learned; and $z$ is the fusion gate which is calculated by Equation (17).

## 5. Experiments

5.1. Datasets and Preprocessing. Multigraph data construction is performed on the data of two real datasets according to Definitions 1, 2, and 3 in Section 3.
5.1.1. Spatial Data. In this paper, the selected datasets are map data of Chengdu and Wuhan cities in China. The study area was set as a rectangular range region based on the distribution of the urban areas and the origin and destination of the ride-hailing trips. The longitude range [104.032, 104.132] and latitude range [30.615, 30.685] are for the Chengdu Urban areas. The longitude range [114.146, 114.475] and latitude range [30.474, 30.737] are for the Wuhan Urban areas. We determined the area size based on the size of the downtown neighborhoods so that the pick-up and drop-off in each area is related to the nearby POIs. According to Definition 1, the Chengdu Urban areas are divided into $40 * 40$ grids and the Wuhan Urban areas are divided into $50 * 50$ grids so that the boarding and alighting in each area are related to the nearby POIs [33].
5.1.2. Ride-Hailing Order Data. The ride-hailing order records use the 2016 Chengdu China dataset and the Wuhan taxi dataset released by Didi Chuxing. There are about 200,000 order records in the Chengdu dataset. Each order record contains seven fields: order ID, order start time, order stop time, pick-up point longitude and latitude, and drop-off point longitude and latitude. Wuhan online taxi dataset contains a dataset of more than 1200 taxis from June 1, 2018, to December 31, 2018. The dataset contains approximately 2.9 million records. The dataset includes taxi ID, location time, longitude, latitude, direction, speed, empty/heavy vehicles, and other information. According to Definition 2, passenger
demand data for a region grid within a period of time can be obtained by summing up order requests for that region within that period of time.
5.1.3. POI Data. We used POI data obtained from the Gaode API, a total of 351,216 POIs items in the entire study region. Each POI data retrieved contains five fields: POI name, longitude, latitude, category, and address. The pick-up regions are highly correlated with the category, quantity and distribution of nearby POIs, and the size of all grids is consistent, so the density of POIs is classified according to the number of POIs [34]. According to the POI classification information in the grid, the POI graph is generated through Definition 3.
5.2. Experimental Setting. The training and test sets for the prediction modelling were partitioned into two sets: the first 23 days of data as the training dataset and the last 7 days of data as the test dataset.

The development computer was equipped with AMD Ryzen 9 3900X, 128G RAM and Nvidia 3090 graphics card. We implemented the MAST-GCN model based on the PyTorch framework. By referring to the experimental parameter settings in [22,25], we set the ranges of the relevant experimental parameters. The dimensional reference values of the graph convolution module ( $16,32,64$ ), the historical time window reference values ( $30 \mathrm{~min}, 60 \mathrm{~min}$, 90 min ), the learning rate reference values ( $0.1,0.01,0.001$, 0.0001 ), the dropout reference values ( $0.1,0.2,0.3,0.4$, $0.5)$, the batch size reference values $(16,32,64,128)$, and optimization are chosen from SGD and Adam. We find the optimal parameters in the validation by implementing a grid search strategy. It is determined that the experimental model consists of a two-layer graph convolution module (dimension of the graph convolution is 64) and a threelayer LSTM (dimension of the LSTM is 128) stacked. The values of the relevant hyperparameters are set as follows: Dropout is set to 0.5 , learning rate is set to 0.001 , batch size is 64 , and Adam is chosen as the optimizer of the model. 60 minutes is used as the historical time window for all tests; i.e., 12 observed data points are used to predict the pick-up region for the next 15,30 , and 60 minutes. In our experiments, we adopt the Mean Square Error (MSE), Rooted Mean Square Error (RMSE), and Mean Absolute Error (MAE) as the metrics to evaluate the performance of all methods.

MSE is the loss function we used, and we train our model by minimizing it as follows:

$$
\begin{equation*}
\text { LOSS }=\mathrm{MSE}=\frac{1}{n} \sum_{i=1}^{n}\left(y_{i}-\widehat{y_{i}}\right)^{2}, \tag{18}
\end{equation*}
$$

where $n$ is the sum of all samples, $\widehat{y}_{i}$ represents predicted value, and $y_{i}$ represents ground truth.

Finally, RMSE and MAE were used as model error analysis metrics to evaluate the prediction performance of each
model. The error metrics were calculated as follows:

$$
\begin{align*}
\mathrm{RMSE} & =\sqrt{\frac{1}{n} \sum_{i=1}^{n}\left(y_{i}-\widehat{y}_{i}\right)^{2}},  \tag{19}\\
\mathrm{MAE} & =\frac{1}{n} \sum_{i=1}^{n}\left|y_{i}-\widehat{y}_{i}\right|,
\end{align*}
$$

where $n$ is the sum of all samples, $\widehat{y}_{i}$ represents predicted value, and $y_{i}$ represents ground truth.
5.3. Baseline Methods. To further demonstrate that the MAST-GCN model presented in this paper is effective, we compare it with the following models:
(i) HA (Historical average method): we used the average of the last 100 time slices pick-up regions to predict the value of the next time value.
(ii) ARIMA (Autoregressive Integrated Moving Average) [16]: we used this method for time-series analysis to predict passenger pick-up region; we also use it as the prediction baseline of this paper.
(iii) LSTM (Long-Short-Term Memory) [35]: because LSTM has more advantages in the learning of long sequences, it is natural to consider using it for the prediction task of this paper and as a comparison.
(iv) GRU (Gated Recurrent Unit network) [20]: GRU can be regarded as a variant of LSTM in order to solve the problem of gradient disappearance in standard RNN.
(v) MGCN (Multigraph Convolution Network) [24]: the Euclidean correlations between adjacent regions of the MGCN model space are explicitly modeled using multigraph convolution. This model enhances the ability of the recursive neural network to predict future value through a context attention mechanism.
(vi) STGCN (spatiotemporal graph convolutional network) [25]: STGCN proposes a new GCN structure composed of spatiotemporal blocks for traffic prediction.
5.4. Comparison with Baselines. Table 2 and Figure 6 show the results of MAST-GCN and other baseline models based on these two datasets. On different datasets, the MASTGCN model outperforms the other models in both metrics, demonstrating the effectiveness of our model in the ridearea prediction task. Based on Table 2, we summarize three conclusions as follows:
(1) The relatively low prediction accuracy of traditional statistical forecasting methods such as HA and ARIMA indicates that traditional statistical methods are not well suited to the task of spatiotemporal prediction in non-Euclidean space
(2) Machine learning-based LSTM and GRU models have better prediction accuracy than traditional statistical models. For example, compared with the HA model for the Chengdu and Wuhan datasets, the GRU model reduces the RMSE by about $16.9 \%$ and $17.97 \%$ on weekdays and by about $17.12 \%$ and $18.35 \%$ on weekends, respectively. The performance of LSTM is slightly lower than that of GRU using temporal-dependent
(3) Among the various baselines, the MAST-GCN model performs best by capturing the spatial characteristics, temporal dependence, and behavioral preferences of the spatial, order, and POI maps simultaneously. For example, compared with the MGCN model based on the Chengdu and Wuhan datasets, there is a reduction of $11.82 \%$ and $11.4 \%$ in RMSE for weekdays and $12.86 \%$ and $11.26 \%$ for weekends, respectively. The lower prediction accuracy of the MGCN model is mainly due to the fact that it models only spatial correlation and ignores important temporal features. Compared with the STGCN model, the MAST-GCN model performs about $9.25 \%$ and $8.27 \%$ reduction in RMSE for weekdays and $9.17 \%$ and $8.12 \%$ reduction in RMSE for weekends in Chengdu and Wuhan datasets, respectively. The experimental results show that MAST-GCN can capture multigraph hidden spatial correlation, temporal correlation, and behavioural preferences and improve the prediction performance

Figure 6 shows the RMSE and MAE values of the seven different methods for the test data of 7-10, 11-14, and 1619 on weekdays and weekends on both Chengdu and Wuhan datasets. From the figure, it seems that our proposed MAST-GCN method has the best results in both RMSE and MAE conditions. Specifically, the LSTM and GRU models have better performance compared to the traditional methods of HA and ARIMA. The graph convolutional network model using fused geographic information outperforms the LSTM and GRU models. Further spatiotemporal dependencies are taken into account by STGCN and MGCN deep learning methods. Compared with the above two methods, the MAST-GCN method proposed in this paper achieves better performance by considering temporal and spatial information in addition to the POI information. Specifically, MGCN only embeds static graphs into vectors when extracting global spatial features, which has limited impact on spatial modeling. The STGCN model models non-Euclidean correlations between regions, which proves its rationality and necessity. However, due to the use of traditional GCNs, they only correlate different neighboring regions without considering the importance of regularity in time and space. The MAST-GCN model proposed in this paper considers the temporality and spatiality of online ride-hailing trips and the regularity of passenger trips, proposes a spatial graph modeling approach with multiple graph aggregation, and uses a graph convolutional network model to deal with spatiotemporal dependencies and finally uses a spatiotemporal attention mechanism to assign higher
weights to temporality and preferences, thus achieving better performance.
5.5. Time-Based Performance. In addition, we also evaluate the prediction performance for each hour of the day and each day of the week, as shown in Figures 7(a) and 7(b). Due to space limitation, only the RMSE of the Chengdu dataset is demonstrated here. In Figure 7(a), we can see that the maximum error of these methods occurs in the early morning hours when the demand for ride-hailing is small and passengers are scattered in the boarding locations, which means that the prediction in the pick-up region is more difficult. In the morning and evening peak hours, the demand for ride-hailing is high and the pick-up locations of passengers are mostly in residential areas. In Figure 7(b), we can observe that the error on weekends is higher than that on weekdays, almost $10 \%$ worse than that on weekdays. This means that it is more difficult to predict the pick-up region of ride-hailing on weekends. This may be because most people have more fixed places in their pick-up region on weekdays, such as in residential areas and schools, while they have more choices on weekends, resulting in a more dispersed pick-up region, such as commercial areas or short trips to other places.
5.6. Ablation Analysis. In this section, we will conduct further MAST-GCN ablation experiments. The experiments are performed by reducing the relevant modules for comparative analysis of MAST-GCN to measure the performance gain of different modules in MAST-GCN. For this purpose, three comparative versions of MAST-GCN were constructed:
(1) Remove the graph aggregation module and use only the single graph model of the order graph, and remove spatial dependencies and preferences
(2) Remove the graph convolution module, and use LSTM for pick-up region prediction
(3) Remove the spatiotemporal attention module to remove the focus spatial and temporal weights

As shown in Table 3, firstly, we can observe the performance of MAST-GCN-V1 after removing the graph aggregation module, which only uses the order graph for graph convolution operation, the performance of the model has a certain degree of degradation, and we can find that both spatial information and POI information are important in the pick-up region prediction. Secondly, MAST-GCN-V2 removes the GCN module and the performance decreases the most, so we can find that GCN has some advantages in processing spatiotemporal data. Finally, MAST-GCN-V2 removes the spatiotemporal attention module and eliminates the weights given to the focused spatiotemporal data and POI locations and the performance also decreases, indicating that passengers' travel is somewhat spatiotemporally dependent and preferential. The ablation experiment illustrates that each of the submodules in the model has a posi-
tive effect on the improvement of the prediction performance.

## 6. Conclusion

In this paper, we propose a new multigraph aggregation spatiotemporal graph convolutional network model to predict the pick-up region in online ride-hailing. We design three heterogeneous graphs to model the prediction of online ride-hailing pick-up region: spatial graph, order graph and POI graph. We propose a graph aggregation method to extract the spatiotemporal features and preference features of the three graphs. The network treats the regional grid as the vertices of the graph and combines geospatial data, online ride-hailing order data, and POI data to build a spatial multigraph model. After graph aggregation construction, we adopt the GCN module to capture the spatiotemporal dependencies. We introduce an attention mechanism and assign different weights to different nodes so that the pickup region of online ride-hailing can be effectively predicted. The experiment on ride-hailing pick-up region prediction shows that our proposed model achieved significantly better results than the state-of-the-art baselines.

Although we have used a variety of heterogeneous data for modeling, the online ride-hailing pick-up region prediction is also influenced by many external factors. Research shows that the number of online ride-hailing orders is affected by such special factors such as emergencies, holidays, and unfavorable weather. In the future, we will add more external factors to the input features of the online ride-hailing pick-up region prediction model to adapt the prediction model to more scenarios and further explore the spatiotemporal dependence of multisource data. What is more, although the model obtains better results on the relevant dataset, there are still other important parameters to be considered in future work, such as the size of the grid division, the classification of POI categories, and the spatial geographic information features. We introduce geographic laws in the model to further optimize the model and make it more interpretable.
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