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This paper studies the throughput capacity and delay scaling laws in a three-dimensional mobile ad hoc network (3D-MANET)
under different routing schemes. Previous work generally assumed that nodes follow a uniform distribution or a power-law
distribution to move in the network. From the perspective of the entire network, it is difficult for this network model to reflect
communication entities’ distribution in real 3D space. Moreover, the research results of analyzing network performance using
different routing schemes are limited, and the research work is insufficient. With formerly related studies different,we propose
a cell-gridded network model that considers the actual environment with cells of the node aggregation degree, which follows
Zipf’s law with exponent γ. And our model can cover a variety of distribution scenarios with changes in the γ value. The
packet delivery rate, network capacity, and delay performance of 3D-MANET adopting the traditional two-hop nonredundant
and redundant relay routing scheme are examined utilizing theoretical tools such as probability theory, random process, and
queuing theory. We propose a wireless access point- (WAP-) enabled multihop relay routing scheme. By deploying WAP in
cells with a high γ, nodes can access WAP and broadcast packets, which accelerates the delivery of packets, and the results
obtained by applying this scheme indicate that compared with the two-hop relay scheme, the WAP multihop relay effectively
improves the delay performance and the transmission efficiency with less loss of capacity performance. Additionally, a better
delay-capacity trade-off performance is achieved. Finally, we discuss the influence of parameters such as the number of
network nodes n, the number of network cells m, the redundancy r, and γ on the capacity and delay. The analysis results
confirm that exploiting the users’ distribution status information and dividing the cells reasonably will save deployment costs
and further improve network performance.

1. Introduction

In a mobile ad hoc network (MANET), network nodes (e.g.,
users’ mobile devices, sensors, cars, aircraft, fleets, and sub-
marines) cooperate in providing network services that are
traditionally implemented by network infrastructure (such
as routers, switches, and servers). IEEE 802.11 ad hoc mode
enables these facilities with a wireless interface to activate a
communication session with other devices and finish data
transmission without network infrastructure [1]. This type
of network can be rapidly deployed and configured and pos-
sesses self-organizational solid, robust, and invulnerable

qualities. Numerous network paradigms developed from
MANET, including wireless mesh network [2], wireless sen-
sor network [3], opportunistic network [4], and vehicle ad
hoc network [5], have demonstrated exceptional effective-
ness in various application scenarios.

The application scope of the MANET has been extended
to three-dimensional (3D) space and derived the flying ad
hoc network [6], aeronautical ad hoc network [7], 3D-
vehicular ad hoc network [8], and other emerging 3D-
MANET paradigms [9] with the development of aeronauti-
cal communication and the rise of unmanned aerial vehicles
(UAV).
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Similarly, 3D-MANET can be rapidly deployed and flex-
ibly configured, which has irreplaceable advantages for vari-
ous critical scenarios. For example, it will ensure the regular
communication of military units such as control centers, air-
craft, UAVs, troops, and warships, assists the multi-UAV
system in completing the environmental monitoring work,
and provides emergency communications in the disaster
areas to aid in the completion of rescue missions, and it
can also connect underwater vehicles and massive sensors
to support marine monitoring. Besides, it will also play a
key role in deep space communications and interstellar
exploration [7, 10–17].

For the foreseeable future, the implementation field of
3D-MANET will become more extensive. For instance, with
the new wave of urbanization, the urban environment will
see an increase in 3D-VANET scenes generated by over-
passes, viaducts, tunnels, slopes, and other structures.
Because of this, it is critical to explore fundamental concerns
like network throughput capacity (hereinafter referred to as
capacity) and delay performance, as well as the impact of
various parameters on network performance, which can pro-
vide a theoretical reference for the proper structure and
routing design of 3D-MANET.

1.1. Related Work. Network performance evaluation has
always been an open-ended primary theoretical topic. Gupta
and Kumar devised a framework for analyzing the perfor-
mance of large-scale wireless networks in the early 2000s
[18, 19], and the current work on the performance of 3D-
MANET also followed the main ideas of this framework.

Li et al. [20] investigated the capacity bounds of 3D-
MANET in the state of uniform and nonuniform distribu-
tion of nodes by employing Shannon’s theorem [21]. In non-
uniform networks, the distribution of nodes conforms to the
general nonhomogeneous Poisson process. Compared with
the results presented by Gupta and Kumar in literature
[19], the results of Li et al. indicate that under the physical
interference model, the lower limit of the capacity of the
two types of networks depends on the power propagation
environment, that is, the path loss index. For networks in
these two dimensions, when the path loss index is in a par-
ticular range, 3D-MANET may have a lower network
throughput capacity than 2D-MANET.

Bai et al. [22] considered the nodes distributed according
to shot noise Cox process [23] and obtained the achievable
throughput capacity of 3D inhomogeneous wireless net-
works using redesigned spheroidal percolation model [24].
The “information pipes” between clusters are established
through the clustering operation of network nodes, and the
lower bound of the network capacity between clusters is
deduced.

Jeong and Shin [25] took the 3D erasure networks with
the random distribution of nodes as the research object,
introduced a routing protocol using a percolation highway
in 3D space, and utilized exponential and polynomial
power-law path loss models to simulate the erasure proba-
bility of packet transmission. They used percolation theory
and the maximum-flow minimum-cut theorem to determine
each path loss model’s throughput capacity scaling law.

Wei et al. [26] studied the network capacity performance
of three-dimensional cognitive radio networks (3D-CRNs)
and evaluated the effect of path loss index on the capacity
of 3D-CRNs. Since then, they have investigated the asymp-
totic capacity performance of 3D wireless social networks
in [10] and proposed the concept of the social contact group.
The members of the social contact group open communica-
tion sessions at random, but the location information of the
members frequently varies, and the communication link
between members also changes. This type of analysis may
not accurately reflect the most realistic network
performance.

Wang et al. [27, 28] considered a scenario in which net-
work nodes were uniformly distributed, and the routing
strategy adopted a two-hop relay routing algorithm with
redundant packets. Use Markov chain theory [29] to
describe the packet delivery process, and then obtain the
closed-form expression for 3D-MANET capacity and packet
delivery delay. Although the authors derive theoretical
results such as network capacity, expected delay value, and
delay relative standard deviation in detail, they do not
develop a delay-capacity trade-off relationship.

Guo et al. [30] considered a high-density urban area
communication scenario to study the channel capacity of
3D mobile UAV networks, which followed stochastic geom-
etry theory and MANET design principles and designed a
3D Poisson point process mobile UAV network model that
permits drones to move in 3D space freely. The ground user
equipment adopts the nearest neighbor association strategy
and the random association strategy to select the UAV as
the serving base station. The rest are interfering base sta-
tions. Then, through the Laplace transform of the distance
distribution between the UAV and the user and the interfer-
ence of other base stations, it is concluded that the downlink
network coverage is proportional to the channel capacity
under the two association strategies.

Muneeswari and Manikandan [31] suggested a new 3D-
MANET routing scheme based on the reinforcement learn-
ing algorithm. The indicators considered in this scheme
are delay between nodes, the distance between nodes, node
stability, node mobility, and node connectivity. Using
NS3.26 [32], an extensive simulation analysis of the routing
protocol in packet delivery rate, end-to-end delay, routing
packet overhead, energy consumption, and security perfor-
mance is carried out in 3D space.

1.2. Motivations and Contributions. Based on a summary of
these prior related research works, we believe three issues
require urgent resolution.

(i) As stated above, it is difficult to depict the distribu-
tion of network communication entities in the real
3D space by the network mobility model adopted
by the existing theoretical results to facilitate the
model solution. Whether it is a uniform or nonuni-
form moving model, there are discrepancies
between the actual application scenarios, and the
results obtained are difficult to extend to the 3D
space directly. In addition, the 2D network model
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directly ignores the influence of the nonlight of sight
(NLOS) transmission, making the network model
abstracted as 2D topology too ideal. In contrast, a
3D space with a specific height can ensure the light
of sight (LOS) transmission, and the influence of
NLOS transmission can be approximately ignored,
so directly in 3D modeling in space tends to pro-
duce more accurate results

(ii) There are limited research findings on analyzing
network performance utilizing diverse routing algo-
rithms. Especially for 3D space, the number of
nodes aggregated in distinct space areas varies, so
the number of source-destination node pairs, relay
nodes, and destination nodes contained in different
space areas is different. Consequently, each area’s
communication transmission situation and trans-
mission probability are distinct

(iii) Previous studies did not explore the trade-off between
3D-MANET optimal network delay and capacity.
Some studies’ results only discussed capacity without
considering delay or only discussed delay without
paying attention to capacity, which is unrealistic

The majority of our efforts have been devoted to solving
these issues in a targeted manner. The following are the
main contributions of this paper:

(i) We propose a novel 3D-MANET of a cell-gridded
network model based on Zipf’s law. The model
can simulate many node distribution scenarios in
3D space by changing the parameter γ

(ii) Then, the packet delivery rate, network capacity,
and delay performance of 3D-MANET are deduced
and analyzed in detail, and the setting value of opti-
mal packet redundancy and its related optimal delay
performance is given

(iii) We propose a WAP-enabled multihop relay routing
scheme to optimize network performance, which
has proven to improve latency performance and
achieve a better delay-capacity trade-off performance

(iv) Finally, we discuss the impact of each parameter on
the network performance

2. System Model and Framework

In this section, we detail the preparations for 3D-MANET
capacity and delay analysis, which includes a cell-gridded
3D-MANET network (mobility) model based on Zipf’s
law, an interference model, traffic pattern, related model
assumptions, and selected routing scheme.

For the purpose of getting the generalization results, this
paper discusses a large-scale multihop 3D-MANET made up
of any communication entity found on land, sea, or air. If
the network needs to send data through the Internet, it will
designate some nodes as gateways to ensure connectivity
with the Internet.

2.1. Network and Mobility Model. Previous studies usually
assume that nodes move in a uniform distribution in the
network, but not all nodes move in these ways in actual sce-
narios. On the other hand, although some power-law distri-
bution models can better describe the nonuniform
distribution movement characteristics of some nodes, from
the perspective of the whole network, these nodes are still
roughly uniformly distributed. For prediction-type models
like Gauss-Markov mobility models, they mainly simulate
the motion behavior of nodes, such as speed and direction.
In view of this, to propose a mobile model suitable for 3D-
MANET, this paper takes the actual space scene as the
breakthrough point, and based on the large amount of
research data presented in literature [33, 34] Schläpfer
et al. and Pappalardo et al., we discovered that in the multi-
type mobile scenes, the number of nodes aggregated in dif-
ferent spatial locations is different, and the distribution of
nodes in space roughly follows Zipf’s law.

Inspired by this research work and experimental data, we
consider a cubic space network with n nodes that is parti-
tioned into m equal-sized unit cubic cells, as indicated in
Figure 1. Time is segmented into time slots of equal length.
At the start of each time slot, the node moves from one cell
to another, staying in that cell for the remainder of the time
slot. According to Zipf’s law [33, 35], for any node in the
network, the probability of moving to the cell j is

pj = F mð Þ ⋅ j−γ 1 ⩽ j ⩽m, ð1Þ

where γ is defined as the distribution exponent of the density
of nodes in cell j. According to Zipf’s law, j also represents
the aggregation degree of nodes in the cell. The smaller j
is, the more nodes are aggregated in the cell, and the greater
the cell’s popularity. By the ∑m

j=1pj = 1 and the Maclaurin-
Cauchy integral test method [36], the FðmÞ in order sense
(Given two functions f ðnÞ and gðnÞ, we have the following
notations: f ðnÞ =ΘðgðnÞÞ means f ðnÞ is asymptoically
tight-bounded by gðnÞ, i.e., lim

n⟶∞
jð f ðnÞÞ/ðgðnÞÞj = c, where

c is a positive constant.) can be obtained:

F mð Þ = 〠
m

j=1
j−γ

 !−1

=
ðm
1
j−γ

� �−1
=

Θ mγ−1� �
, 0 < γ < 1,

Θ
1

log m

� �
, γ = 1,

Θ 1ð Þ, γ > 1:

8>>>><
>>>>:

ð2Þ

We can observe that a few cells have a greater density of
nodes, whereas the bulk of cells has a sparse node distribu-
tion. Imagine that frequently dense concentration of net-
work users in specific hotspot locations in the cities where
we live, while users are sparsely spread in other areas. It
should also be noted that the nodes included within these
colored cells still adhere to the Zipf distribution in the height
dimension. For demonstration purposes, only the bottom
surface of the cell is colored; the deeper the color of the cell
indicates, the more nodes are clustered [37].
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2.2. Interference Model and Transmission Pattern. This
paper assumes that the transmission between nodes in the
same time slot satisfies the protocol interference model
(PrIM) constraint proposed by Gupta and Kumar [18]. If
node Ni transmits data to node Ni′ through a channel, when

Ni″ −Ni′j j = 1 + Δð Þ Ni −Ni′j j, ð3Þ

then Ni′ can successfully receive data, where the identifier N
also represents the location of the node, jNi′′ −Ni′j repre-
sents the euclidean distance between nodes i′, i′′, Ni′′ repre-
sents any other node transmitting across the same channel,
and the coefficient ΔðΔ > 0Þ simulates a protective space to
prevent the transmission interference of nearby nodes on
the same channel.

According to the PrIM, to enable multiple links to trans-
mit simultaneously without interfering with each other, we
borrow the scheduling transmission scheme [38] of Liu
et al. Considering a simultaneous transmission group
(STG), in which any two cells in x, y, and z axes have a dis-
tance of some multiples of α cells. All m cells are virtually
divided into α3 independent STGs. In the example shown
in Figure 2, where m = 93 and α = 3, then the network con-
tains 27 STGs, and a node can transmit data to another node
in this cell or the neighboring 26 cells.

This scheduling scheme can determine the specific value
of α for concrete transmission scenarios. Taking Figure 2 as
an example, the maximum transmission distance between
nodes is 2

ffiffiffi
3

p
m−1/3, as shown in Figure 3, and the minimum

distance between two nodes should be ðα − 2Þm−1/3, bring it
into formula (3), get α ⩾ 2 + 2

ffiffiffi
3

p ð1 + ΔÞ. Since α is an integer
and α ⩽ ð1/3Þm1/3, we can get α =min f2 + d2 ffiffiffi

3
p ð1 + ΔÞ

e, bð1/3Þm1/3cg,where dxe =min fα ∈ℤjx ⩽ αg and bxc =
max fα ∈ℤjα ⩽ xg. The establishment of such STGs is
dependent on the manner in which the number of net-

work cells is divided, as well as the value of Δ, which
can be properly determined in light of actual scenarios.

STGs in a network can sequentially get transmission
opportunities in α3 time slots based on the time division
multiple access technologies. Meanwhile, we utilize the uni-
cast transmission mode described by the sequential trans-
mission model. That is, the nodes in the network are
numbered and indexed from 1 to n, and then, the established
3D-MANET network model has n/2 distinct source-
destination node pairs, which are independent of each other.
Each node also serves as a relay node, assisting other ðn − 2Þ
nodes in forwarding packets.

2.3. Two-Hop Relay Routing Algorithm. Since the two-hop
relay routing scheme was first used by Grossglauser and Tse
in literature [39], due to the scheme’s simplicity and efficiency,
as well as the fact that it is conducive to the analysis and study
of capacity and delay performance, this scheme and its exten-
sions have become a trendy routing scheme for MANET net-
works. Research teams mostly use this algorithm to evaluate
network performance. This paper will analyze and compare
the network performance using the nonredundant and redun-
dant relay routing methods for the two transmission modes.
Note that the network topology of 3D-MANET is highly
dynamic, and nodes in the network can freely move to any
position in the 3D space. Therefore, this paper does not use
the ACK message confirmation mechanism to ensure that
the data packet successfully reaches its destination node. This
paper assumes that the destination node can successfully
receive the data packet if it is within the source node’s trans-
mission range and unaffected.

2.3.1. The Two-Hop Nonredundant Relay. As illustrated in
Figure 4, the two-hop non-redundant relay routing algo-
rithm completes the delivery of data packets in two ways.
One route is that the source node S transmits the packet
directly to the destination node D, and the other is that the
source node S transmits the packet via the relay node R.

2.3.2. The Two-Hop Redundant Relay. Redundant relay
means data packet redundancy, which means multiple cop-
ies of a data packet are delivered to the destination node
across multiple relay nodes in the network. This technology
effectively increases the transmission opportunities of data
packets in the network, which can reduce the time required
for the data packet to reach the destination node. Based on
the nonredundant relay algorithm, this paper selects this
routing algorithm to analyze the network performance to
get a comparative conclusion and discuss the influence of
redundancy on the network performance.

As depicted in Figure 5, there are also two ways for the
redundant relay routing algorithm to complete the delivery
of data packets. The difference from the nonredundant relay
is that the source node S will transmit to r relay nodes at
most r copies of the data packet (that is, the packet redun-
dancy is r), and the destination node D may successfully
receive the data packet from either source node S or one of
the relay nodes R′. Therefore, there are no more than r + 1
copies of a particular packet in the network.

1
m1/3

j

Figure 1: A cell-gridded 3D-MANET model. Only the bottom
surface of the cell is marked with color for ease of illustration; the
darker color indicates the more nodes gathered in this cell. We
can alleviate the strong data transmission demand in cells with
more nodes by deploying wireless access points.
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3. Capacity and Delay Performance
Analysis of 3D-MANET

Based on the preliminary work in the preceding section, this
section will detail the packet delivery rate, capacity, and
delay performance of 3D-MANET using the two-hop nonre-
dundant relay and redundant relay routing scheme. Addi-
tionally, we will discuss optimal packet redundancy and its

corresponding optimal latency performance. First, we give
some relevant definitions.

3.1. Definitions. In terms of network capacity, MANET is
different from the mainstream cellular network in its defini-
tion method. The capacity of MANET is characterized by
the amount of data successfully transmitted per second on
a single node or the entire network [18, 19]. In terms of
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Figure 2: Illustration of a simultaneous transmission group (STG) with m1/3 = 9 and α = 3. We only drew all the cells in the upper left range
and marked them with colors and numbers. For the convenience of illustration, the cell sets marked by green, blue, and red in the figure are
separated, but these sets are still adjacent in real space. All cells marked with the same number form an STG.
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delay, the definition of end-to-end delay in the field of com-
puter networks is utilized. This paper defines the capacity
and delay as follows to facilitate understanding and analysis
of performance:

Definition 1 (per-node (throughput) capacity). The per-
node capacity is the maximum rate λ (unit is packets/time
slot) at which the network can sustain a stable state of
transmission.

Definition 2 (network (throughput) capacity). The network
capacity (C) is defined as the sum of the per-node capacity
of all the nodes in the network.

Definition 3 (end-to-end delay). Normally, the end-to-end
delay of a data packet is the time required for the packet to
transit from the source to the destination. It comprises two
components: the packet’s transmission delay and the
packet’s queuing delay at the source node, abbreviated as
the delay in the following. The average delay of the network
is defined as the expectation obtained by averaging the
delays of all packets and source-destination node pairs over
a lengthy period of time, and the unit is the time slot.

3.2. Two-Hop Nonredundant Relay Routing Scheme’s Network
Capacity. The theoretical results of Neely and Modiano, Chen
et al. [40–42] show that if the nodes in the network satisfy the
i.i.d mobility model, then the network capacity depends on
the node distribution state in the steady-state of the network.
We consider at least one packet delivery event to occur in a
given time slot when there are at least two nodes in the same
cell, depending on the transmission pattern. Moreover, this
study assumes that data packets arrive with the Bernoulli pro-
cess, meaning that either a single data packet arrives or none

2 3
1

m1/3

Niʹ

Niʹʹ

1
m1/3

Figure 3: Illustration of the maximum transmission distance between nodes.

R2

R1S D

Rn–2

…

Figure 4: Illustration of two-hop nonredundant relay routing scheme.

R2

R1

Rr

S D

…

Figure 5: Illustration of two-hop redundant relay routing scheme.
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arrives within the current time slot. We assume that all nodes in
the network receive packets at the same rate (i.e., λi = λ for all i
fi ∈N+j1 ⩽ i ⩽ ng). Let �psum represent the average probability
that a cell contains at least two nodes (i.e., the packet delivery
rate), and �psd indicates the average probability of at least one
pair of source-destination nodes in the same cell (that is, the
probability that the packet is directly delivered from the source
node to the destination node without a relay node). Then, for
each time slot, the total amount of data packets generated in
the network is nλ, and the maximum amount of data packets
delivered in the network is m �psum (m �psum implies the sum of
cells contain at least two nodes). Respectively, the maximum
amount of packets delivered directly by the single-hop trans-
mission of source-destination node pairs is m �psd (m �psd repre-
sents the sum of cells with at least one source-destination
node pair). In each cell with at least two nodes, all nodes in
the cell have the same probability of being randomly selected
to be the sending node or the receiving node, and the sending
node triggers the “source node → relay node” and “relay node
→ destination node” with equal probability of these two trans-
mission modes. Therefore, the maximum amount of packets
transmitted by two-hop communication in the network
through source node-relay node-destination node is ð1/2Þm
ð �psum − �psdÞ for each time slot [37]. We can get the relational
expression as follows:

C = nλ ⩽mpsd +
1
2m psum − psdð Þ, ð4Þ

i.e.,

C = nλ ⩽
1
2m psum + psdð Þ: ð5Þ

Next, we use Zipf’s law to derive the relevant probabili-
ties �psum and �psd and then get the result of the network
capacity.

According to the network mobility model described in
Section 2.1, let pjsum denote the probability of the event that
cell j has at least two nodes; we have

pjsum = 1
α3

1 −
n

0

 !
1 − pj
� �n

−
n

1

 !
pj 1 − pj
� �n−1" #

,

ð6Þ

where
n

0

 !
ð1 − pjÞn and

n

1

 !
pjð1 − pjÞn−1 represent the

probability that there is no node in cell j and the probability
of a single node, respectively.

Combine formulas (1) and (2) to simplify formula (6).
Since this paper considers a large-scale network, the impor-
tant limit formula can be used to write formula (6) as

pjsum = 1
α3

1 −
n

0

 !
1 − pj
� �n

−

n

1

 !
pj 1 − pj
� �n−1

2
6666664

3
7777775
=Θ

1 − 1 − pj
� �n
α3

0
@

1
A

=Θ
1 − 1 − pj
� � 1/pjð Þnpj

α3

0
B@

1
CA =Θ

1 − e−npj

α3

� �
:

ð7Þ

Furthermore, since npj represents the number of nodes
in the cell j, when n is large, ð−npjÞ can be interpreted as
the number of nodes in the cell j approaching zero; formula
(7) is further expressed as

pjsum =Θ
npj
α3

� �
: ð8Þ

Given that the value of pj depends on γ, it is necessary to
analyze the situation in which γ takes different ranges of values.
Next, we utilize the Maclaurin-Cauchy integral test method to
determine the accurate values of the aforementioned packet
delivery rate �psum when γ assumes different values.

Case 1. 0 < γ < 1, pj =Θðmγ−1 · j−γÞ, and

psum = 1
m
〠
m

j=1
pjsum = 1

m
〠
m

j=1
Θ

npj
α3

� �
= 1
m
〠
m

j=1
Θ

n ⋅mγ−1 ⋅ j−γ

α3

� �

= 1
m2 Θ

n
α3

ðm
1

m
j

� �γ

dj
� �

=Θ
n

mα3
⋅
1 −mγ−1

1 − γ

� �
:

ð9Þ

Similarly, we can also determine the value when γ = 1
and γ > 1.

Case 2. γ = 1, pj =Θð 1
ðj log mÞÞ, and psum =Θð n

ðmα3ÞÞ.

Case 3. γ > 1, pj =Θðj−γÞ, and

�psum =Θ
n

mα3
· 1
γ − 1

� �
: ð10Þ

The order meaning of the packet delivery rate �psum is

psum =

Θ β ⋅
1 −mγ−1

1 − γ

� �
, 0 < γ < 1,

Θ βð Þ, γ = 1,

Θ
β

γ − 1

� �
, γ > 1,

8>>>>>><
>>>>>>:

ð11Þ

where β = n
ðmα3Þ.
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Similar to the idea of deriving the value of the packet
delivery rate �psum, we will proceed to analyze the value of
�psd . Let p

j
sd denote the probability of the event that the num-

ber of source-destination node pairs in cell j is not less than
one. According to the transmission mode assumed in Sec-
tion 2.2, the 3D-MANET network model established in this
paper contains n/2 independent source-destination node
pairs, so the probability that any of the nodes which con-
stitute source-destination node pairs is not in the cell j is
ð1 − p2j Þ; then, the probability that the cell j does not have

any source-destination node pair is ð1 − p2j Þn/2; thus

pjsd =
1
α3

1 − 1 − p2j
� �n/2	 


: ð12Þ

The simplification process of �psd and �psum is similar.
The specific derivation process is as follows:

pjsd =
1
α3

1 − 1 − p2j
� �n/2	 


=Θ
1 − 1 − p2j
� � 1/p2jð Þ· n/2ð Þ·p2j

α3

0
B@

1
CA

=Θ
1 − e− n/2ð Þ·p2j

α3

 !
=Θ

n
2α3 p

2
j

� �
:

ð13Þ

In order to determine the exact value of the probability
�psd that the aforementioned data packet is directly deliv-
ered from the source node to the destination node, it is
necessary to analyze the situation where γ takes different
ranges of values because pj is depended on γ.

Case 1. 0 < γ < 1, pj =Θðmγ−1 · j−γÞ, and

psd =
1
m
〠
m

j=1
pjsd =

1
m
〠
m

j=1
Θ

n
2α3 p

2
j

� �

= 1
m
〠
m

j=1
Θ

n
2α3 ⋅m2γ−2 ⋅ j−2γ
� �

:

ð14Þ

To facilitate the application of the Maclaurin-Cauchy
integral method, we further divided this case into three sub-
cases, i.e., 0 < γ < 1/2, γ = 1/2, and 1/2 < γ < 1.

Subcase 1. 0 < γ < 1/2 and

psd =
1
m
〠
m

j=1
Θ

n
2α3 ⋅m2γ−2 ⋅ j−2γ
� �

= 1
m2 Θ

n
2α3

ðm
1
m2γ−1 ⋅

1
j2γ

di
� �

=Θ
n

2mα3
⋅
m−1 −m2γ−2

1 − 2γ

� �
:

ð15Þ

Subcase 2. γ = 1/2, psd =Θðn/ð2mα3Þ · log m/mÞ.

Subcase 3. 1/2 < γ < 1 and

�psd =Θ
n

2mα3
· 2γ
2γ − 1 ·m2γ−2

� �
: ð16Þ

Similarly, we can also determine the value when γ = 1
and γ > 1.

Case 2. γ = 1, pj =Θð 1
ðj log mÞÞ, and

�psd =Θ
n

2mα3
· 2
log2m

� �
: ð17Þ

Case 3. γ > 1, pj =Θðj−γÞ, and

�psd =Θ
n

2mα3
· 1
2γ − 1

� �
: ð18Þ

The order meaning of the probability �psd that the data
packet can be directly delivered from the source node to
the destination node is expressed as

psd =

Θ β ⋅
m−1 −m2γ−2

2 − 4γ

� �
, 0 < γ < 1

2 ,

Θ
β log m
2m

� �
, γ = 1

2 ,

Θ
βγm2γ

2γ − 1ð Þm2

� �
, 1

2 < γ < 1,

Θ
β

log2m

� �
, γ = 1,

Θ
β

4γ − 2

� �
, γ > 1,

8>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>:

ð19Þ

where β = n/ðmα3Þ.
We can get the capacity performance of 3D-MANET (with

n nodes and m cells) under the two-hop nonredundant relay
routing scheme by substituting equations (11) and (19) into
the previously analyzed capacity expression equation (5), as

C = nλ ⩽

Θ β
m −mγ

2 − 2γ + 1 −m2γ−1

4 − 8γ

� �� �
, 0 < γ < 1

2 ,

Θ β
m −mγ

2 − 2γ + log m
4

� �� �
, γ = 1

2 ,

Θ β
m −mγ

2 − 2γ + γ

2γ − 1 ⋅m2γ−1
� �� �

, 1
2 < γ < 1,

Θ
βm 1 + log2m
� �
2 log2m

 !
, γ = 1,

Θ
βm
2 ⋅

5γ − 3
γ − 1ð Þ 4γ − 2ð Þ

� �
, γ > 1,

8>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>:

ð20Þ

where β = n/ðmα3Þ.
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3.3. Two-Hop Nonredundant Relay Routing Scheme’s
Network Delay. The processing delay in the end-to-end delay
depends on the system’s hardware performance, and this part
of the time is concise and can be ignored. Besides, a 3D space
network with a specific height may ensure LOS transmission,
and the influence of NLOS transmission can be approximately
ignored, so the propagation time of data packets can also be
ignored. Consequently, this paper primarily applies queueing
theory to compute the queuing delay.

Since the nodes in the whole network obey the move-
ment of i.i.d., the packet queue at the source node can be
viewed as a Bernoulli/Bernoulli queuing model, in which
the arrival rate of new packets each time slot is λi = λ; a
transmission opportunity occurs between nodes, which cor-
responds to a service opportunity in the Bernoulli/Bernoulli
queue. At each time slot, the probability of such an opportu-
nity occurring is the service rate μ at the source node,
regardless of whether packets are waiting in the queue. Let
μ = μ1 + μ2, where μ1 represents the service rate at which
the source node is scheduled to deliver data packets directly
to the destination node; μ2 represents the service rate at
which the source node is scheduled to send packets to the
possible relay node.

According to the routing scheme described in Section
2.3, the average network delay can be divided into two parts,
one is the average delay required to transmit data packets at
the source node, denoted as EðτsÞ; another is the delay
required for transmission through the path of “relay node
→ destination node,” denoted as EðτrÞ.

(1) Solve the average delay EðτsÞ required to transmit
packets at the source node

For a given time slot, the probability that the source node
and the destination node meet in the cell j is p2j ; there are npj
nodes in the cell j, and each node will be randomly selected
as the source node, that is, the probability that the source
node can transmit data packets to the destination node
is 1/ðnpjÞ; then, the service rate of the source node to

the data packets to the destination node is μ1 = p2j · 1/ðnpjÞ.
Therefore, the average queue length of the data packets trans-
mitted by the “source node→ destination node” at the source
node i is L1 = ðρ1ð1 − λiÞÞ/ð1 − ρ1Þ, where ρ1 ≜ λi/μ1. Accord-
ing to Little and Graves’ theorem [43], the average delay
required for “source node → destination node” transmission
is EðτsdÞ = L1/λi = ð1 − λiÞ/ðμ1 − λiÞ. However, by comparing
expressions (11) and (19), it is easy to simplify that the prob-
ability of the source node being scheduled for the “source node
→ destination node” transmission is very small, which indi-
cates that the probability of the source node will be scheduled
as the transmission mode of “source node → relay node →
destination node” is a high probability; in this case, the main
source of the average delay at the source node is mainly
through the path “source node → relay node.” Correspond-
ingly, the probability that the source node can transmit data
packets to the relay node is 1/ðnpjÞ; then, the service rate of
the source node to the data packets to the relay node is μ2 =
1/ðnpjÞ. Therefore, the average queue length of data packets

used for the transmission of “source node → relay node” at
source node i is L2 = ðρð1 − λiÞÞ/ð1 − ρÞ, where ρ ≜ λi/μ2.
According to Little and Graves’ theorem, the average delay
required for “source node → relay node” transmission is
EðτsÞ = EðτsrÞ = L2/λi = ð1 − λiÞ/ðμ2 − λiÞ.

(2) Solve the average delay EðτrÞ required for the trans-
mission of “relay node → destination node” at the
relay node

For a given time slot, the output process of the source
node i is also regarded as a Bernoulli process with rate λi
[44], so the rate of data packets arriving from the source
node to the relay node is λr = λi · 1/ðnpjÞ. The probability
that the relay node and the destination node meet in cell j
is p2j , and the probability that the relay node can transmit
data packets to the destination node is 1/ðnpjÞ; then, the ser-
vice rate of the relay node to the data packet to the destina-
tion node is μ3 = p2j · 1/ðnpjÞ. Therefore, the packet queue at
the relay node can be regarded as an M/M/1 queuing model
with an arrival rate of λr and a service rate of μ3, and thus,
the average queue length is L3 = λr/ðμ3 − λrÞ at the relay
node. According to Little and Graves’ theorem, the average
transmission delay required for the transmission of “relay
node → destination node” is EðτrÞ = L3/λr = 1/ðμ3 − λrÞ.

Since the two path transmission modes of “source node
→ relay node” and “relay node→ destination node” are trig-
gered by equal probability, we can get the delay of 3D-
MANET (with n nodes and m cells) under the two-hop non-
redundant relay routing scheme by sorting, as

E τsumð Þ = 1
2E τsð Þ + 1

2E τrð Þ

= 1
2

1 − λi
μ2 − λi

+ 1
μ3 − λr

	 


= 1
2

1 − λi

1/ npj
� �

− λi
+ 1
pj/n − λi/ npj

� �
2
4

3
5

= 1
2 n ⋅

pj − pjλi
1 − npjλi

+ n ⋅
pj

p2j − λi

" #
=Θ nð Þ:

ð21Þ

3.4. Two-Hop Redundant Relay Routing Scheme’s Network
Capacity. Combined with the analysis idea of the network
capacity of the nonredundant transmission scheme in
Section 3.1, in this section, we directly deduce and give the
capacity performance under the redundant transmission
scheme. Assuming that the data packet still arrives at the
node in the rate λ, for a given time slot, each data packet will
form r copies and forward it to r relay nodes, so each time
slot network generates a new the total amount of packets is
nrλ. However, the total number of packets that the network
can deliver is the same as in the nonredundant routing
scheme, and hence, the following relationship holds:

Cr = nrλ ⩽mpsd +
1
2m psum − psdð Þ, ð22Þ
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i.e.,

Cr ⩽
1
r
⋅
1
2m psum + psdð Þ: ð23Þ

It can be observed that if the relay scheme with redun-
dancy r is adopted, its network capacity will become 1/r
under the nonredundant transmission scheme, i.e.,

Cr =
1
r
C: ð24Þ

3.5. Two-Hop Redundant Relay Routing Scheme’s Network
Delay. Similar to the idea of analyzing the network delay of
the nonredundant transmission scheme in Section 3.2, the
average network delay is divided into two parts. Although
the redundant relay routing strategy is adopted in this sec-
tion, the source node and the destination node meet in the
same cell, and completing the transmission’s probability
does not change, so the time required for transmission
through the path of the “source node → destination node”
continues to follows the analytical thinking of Section 3.2
and ignores it. This section will mainly analyze the delay E

ðτsrd′ Þ required for transmission through the path of the
“source node → redundant relay node → destination node.”

(1) Solve the average delay Eðτsr′ Þ required for the trans-
mission of “source node → relay node”

Similar to Section 3.2, the arrival rate of packets at source
node i is λi. The cell j contains npj nodes, and each node will
be randomly selected as the source node; accordingly, the
probability that the source node can transmit data packets
to the first relay node is r/ðnpjÞ, and then, the service rate

of the source node to the first relay node is μ2′ = r/ðnpjÞ.
Next, the source node’s service rate for packets destined for
the remaining (r − 1) relay nodes becomes μ2′′ = 1/ðr − 1Þ,
which means that once the node is selected as the source
node, it will send all redundant packets. Therefore, the
packet queue at source node i can be viewed as a Ber-
noulli/Bernoulli queuing model with arrival rate λi and ser-
vice rate μ2′ and a Bernoulli/Bernoulli queuing model with
arrival rate λi and service rate μ2′′. Thus, the average
length of the queue at the source node i is L2′ + L2′′ = ðρ
′ð1 − λiÞÞ/ð1 − ρ′Þ + ðρ′′ð1 − λiÞÞ/ð1 − ρ′′Þ, where ρ′ ≜ λi/
μ2′ and ρ″ ≜ λi/μ2″. According to Little and Graves’ theo-
rem, the average delay required for “source node →
relay node” transmission is Eðτsr′ Þ = ðL2′ + L2′′Þ/λi = ð1 −
λiÞ/ðμ2′ − λiÞ + ð1 − λiÞ/ðμ2′′ − λiÞ.

(2) Solve the average delay Eðτrd′ Þ required for the trans-
mission of “redundant relay node → destination
node”

Similar to Section 3.2, the output process of the source
node i is also regarded as a Bernoulli process with a rate of
λi, so the rate of data packets from the source node to the

relay node is λr = λi · 1/ðnpjÞ. Due to the existence of r
relay nodes, the probability of the relay node meeting
the destination node in cell j increases, from p2j to rp2j ,
the probability that the relay node can transmit data
packets to the destination node is 1/ðnpjÞ, and then, the
service rate of the relay node to the data packets to the
destination node is μ3′ = p2j · r/ðnpjÞ. Therefore, the packet
queue at the relay node can be regarded as an M/M/1
queuing model with an arrival rate of λr and a service rate
of μ3′. The average queue length at the relay node is L3
′ = λr/ðμ3′ − λrÞ. According to Little and Graves’ theorem,
the average transmission delay required for “relay node
→ destination node” transmission is EðτrdÞ = L3′/λr = 1/ð
μ3′ − λrÞ.

After sorting, the average network delay results can be
obtained as follows:

E τrsumð Þ = E τsrd′
� �

= 1
2 E τsr′

� �
+ E τrd′
� �h i

= 1
2

1 − λi
μ2′ − λi

+ 1 − λi
μ2′′ − λi

+ 1
μ3′ − λr

	 


= 1
2

n
r
·

pj − pjλi

1 − npjλi
� �

/r
� � + r − 1ð Þ 1 − λi

1 − λi r − 1ð Þ

2
4

+ n
r
·

pj
p2j − λi

#
:

ð25Þ

Note that when the packet redundancy r is small (or
r = oðnÞ), formula (25) can be further written as

E τrsumð Þ = 1
2Θ n + n

r

� �
=Θ

r + 1
2r n

� �
: ð26Þ

However, when r is large (or r⟶ΘðnÞ), its own
influence on network delay cannot be ignored; formula
(25) can be further written for

E τrsumð Þ = 1
2Θ r + n

r

� �
: ð27Þ

To minimize the average delay, use the average value
inequality to optimize formula (27) further:

min
r⩾1

E τrsumð Þ =min
r⩾1

r + n
r

� �
: ð28Þ

Obviously there is r + ðn/rÞ ⩾ 2 ffiffiffi
n

p
, if and only if r =ffiffiffi

n
p

, the equal sign is established, and the optimal network
delay Eðτ ffiffi

n
p
sumÞ =

ffiffiffi
n

p
is achieved at this time; correspond-

ingly, the optimal packet redundancy r should be set to
r = ffiffiffi

n
p

(or r =Θð ffiffiffi
n

p Þ).
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4. Capacity and Delay Performance
Optimization of 3D-MANET

Through the analysis in Section 3, it can be seen that the
delay can be reduced to 1/ ffiffiffi

n
p

under the nonredundant
transmission scheme through the data packet redundancy
technology. However, while this effectively optimizes the
time delay performance of 3D-MANET, its capacity is
reduced to 1/r, which is unacceptable. In addition, from
the theoretical results shown by formula (20), it can be seen
that the delay performance of this paper is slightly reduced
compared with the study obtained by using the node uni-
formly distributed mobility model. One of the main reasons
is that network cells with high node density have tremen-
dous pressure to transmit data. Second, from the reverse
perspective, it is precisely because these dense cells contain
more nodes, and the classic two-hop nonredundant relay
routing strategy essentially still enables nodes to transmit
data in a peer-to-peer form so that more nodes in the cell
are in an idle state, thereby lowering the overall transmission
efficiency of this part of the network cell.

4.1. The WAP-Enabled Multihop Relay Routing Scheme. This
paper alleviates transmission pressure by deploying wireless
access points (WAPs) in cells with a high degree of node
aggregation (hereinafter referred to as “dense cells”), taking
into account these negative factors. On this basis, this paper
proposes a WAP-enabled routing scheme, which allows any
node in a dense cell to access WAP in one hop and can use
WAP to broadcast data packets in a polling manner, conse-
quently accelerating the delivery process of data packets,
reducing network delay, and improving network perfor-
mance. Before designing this routing scheme, the first prob-
lem we need to solve is to determine whether a cell is a dense
cell. If the number of nodes in a cell is not less than nT , it is
referred to as a dense cell. Further assuming that the number
of dense cells in the entire network is EðmTÞ. The follow-
ing relationship exists between nT and EðmTÞ according to
formula (1).

nT = n · F mð Þ · E−γ mTð Þ: ð29Þ

The overall idea of this routing strategy using WAP is
shown in Figure 6. The data packets have the following possi-
ble paths from the source node to the destination node:

(1) If the source node and the destination node are in the
same cell, the data packet can be directly transmitted
by the “source node → destination node” path

(2) When the source and the destination nodes are not
in the same cell, then first determine whether the
unit is a dense unit

(a) If it is a dense unit, the source node will con-
nect one hop to the WAP and broadcast data
packets to the relay nodes (These relay nodes
are referred to as I-type relay nodes and call
them as II-type relay nodes of nondense cells’
relay nodes. In different time slots, all nodes
may become one of the two types of relay
nodes. Here, they are temporarily classified
for the convenience of description and analysis.
All I-type relay nodes are possible to carry a
copy of the packet.) by polling. That is, the
data packet is delivered by the path of “source
node → WAP → I-type relay node → destina-
tion node”

(b) If it is a nondense cell, the source node transmits
the data packet to the II-type relay node. Here,
similar to the data packet transmission process
of the two-hop nonredundant relay routing
scheme. Then, as the network node moves, when
the II-type relay node moves to the dense cell, it
can broadcast the data packet in the cell by
accessing the WAP and further transmit the data
packet through the redundant I-type relay node
that receives the data packet in the cell to the
destination node. In addition, the II-type relay
node can also be directly delivered to the

R1

R1

R2

R2

Rn–2

Rn–2

III

II

……

…
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R2

DS

Rn
T

WAP

Figure 6: Illustration of multihop relay routing scheme with WAP-enabled.
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destination node, provided that they are in the
same cell. The analysis in Section 3.2 demonstrates
that the probability of the sending node and the
receiving node moving to the same cell simulta-
neously is small. According to Zipf’s law, the
dense cells in the network are much less than the
nondense cells, so most of the data packets in the
whole network will follow the path “source node
→ II-type relay node (nondense cell) →WAP →
I-type relay node (dense cell)→ destination node”
completes the transmission

Essentially, this WAP-enabled multihop relay routing
scheme combines the advantages of broadcast transmission
and packet redundancy techniques.

4.2. The WAP Relay Routing Scheme’s Network Capacity.
When analyzing the delay performance of the two-hop nonre-
dundant relay routing scheme in Section 3.2, we pointed out that
the packet queue at the source node can be regarded as a Ber-
noulli/Bernoulli queuing model, in which the arrival rate of
newly generated packets in each time slot is λi = λ; the ability
to transmit between nodes is deemed as a transmission opportu-
nity, which corresponds to a service opportunity in the Ber-
noulli/Bernoulli queue. In each time slot, the probability of
such an opportunity occurring is the service rate ν at the sending
node, which equals the sum of the transmission opportunities.

According to the transmission scheme shown in Figure 6,
there are three possible transmission schemes at the source
node: “source node → destination node,” “source node → II-
type relay node,” and “source node → WAP.” Let ν1 denote
the transmission rate at which the source node is scheduled to
deliver data packets directly to the destination node, and ν2
denotes the transmission rate at which the source node is sched-
uled to transmit data packets to II-type relay nodes or access
WAP. Since relay nodes or WAPs are scheduled to perform
input and output operations with equal probability, the output
rate of broadcasting in dense cells by accessing WAP is ν2,
and the output rate of the I-type relay node and the II-type relay
node to deliver the data packet to the destination node is ν2.
Therefore, the total rate of transmission opportunities for the
entire network is ν = ν1 + 3ν2. According to the transmission
mode described in Section 2.2, a transmission opportunity exists
for a given time slot when there are at least two nodes in the
same cell; that is, a packet delivery event occurs. If the cell j
has at least two nodes and the probability of one transmission
generation is pjsum, then the following relationship holds:

〠
m

j=1
pjsum = n ν1 + 3ν2ð Þ: ð30Þ

Similarly, when there is at least one source-destination
node pair in the same cell, it is considered that there is a
direct transmission opportunity between the source node
and the destination node. And the probability that the num-
ber of source-destination node pairs in cell j satisfies EðSDÞ
⩾ 1 is pjsd; then, the following relationship holds:

〠
m

j=1
pjsd = nν1: ð31Þ

Simultaneous formula (30) and formula (31), we can get

ν1 =
mpsd
n

,

ν2 =
m psum − psdð Þ

3n :

ð32Þ

Therefore, the network capacity under the premise of
ensuring stable network transmission can be obtained as

Cw = nλ ⩽ nν = n ν1 + 3ν2ð Þ = 1
3m psum + 2psdð Þ ð33Þ

We can get the capacity performance of 3D-MANET
(with n nodes andm cells) under theWAP-enabled relay rout-
ing scheme by substituting equations (11) and (19) into the
capacity expression equation (33), as

Cw = nλ ⩽

Θ β
m −mγ

3 − 3γ + 1 −m2γ−1

3 − 6γ

� �� �
, 0 < γ < 1

2 ,

Θ β
m −mγ

3 − 3γ + log m
3

� �� �
, γ = 1

2 ,

Θ β
m −mγ

3 − 3γ + 2γ
6γ − 3 ⋅m2γ−1

� �� �
, 1

2 < γ < 1,

Θ
βm 2 + log2m
� �
3 log2m

 !
, γ = 1,

Θ
βm
3 ⋅

3γ − 2
2γ − 1ð Þ γ − 1ð Þ

� �
, γ > 1,

8>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>:

ð34Þ

where β = n/ðmα3Þ.
4.3. The WAP Relay Routing Scheme’s Network Delay. For a
given packet, it has the highest probability of being deliv-
ered by the path of “source node → II-type relay node →
WAP broadcast → I-type relay node → destination node,”
in which the transmission path determines the average
delay EðτwsumÞ of the network, which mainly includes the
following three parts (similar to the two-hop routing
scheme under the network delay performance analysis,
the repeated parts will not be described in detail).

(1) The average delay required for the source node to trans-
mit data packets to the II-type relay node is EðτwsrIIÞ =
L4/λi = ð1 − λiÞ/ðð1/ðnpjÞÞ − λiÞ; since the values are
the same, the result of Section 3.2 is used, where L4 rep-
resents the average queue length at the source node for
“source node→ II-type relay node” transmission

(2) Solve the average delay EðτwrIIrIÞ required for “II-type
relay nodes broadcast data packets to I-type relay
nodes through WAP”

In a nondense cell, the probability that the source node is
scheduled to transmit to an II-type relay node is ν2/ν, and the
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remaining (n − 2) nodes in the network may become II-type
nodes relay node, so that the rate at which packets arrive at
the II-type relay node is λrII = λi · ν2/ν · 1/ðn − 2Þ. Next, the
II-type relay node takes the probability μrII = ðnTEðmTÞÞ/n ·
ν2/nT broadcasts packets in dense cells, where ðnTEðmTÞÞ/n
indicates the probability that the II-type relay node moves to
a dense cell; ν2/nT represents the probability that a II-type
relay node obtains a chance to broadcast a packet through
WAP. In addition, since the arrival and output processes of
data packets in the II-type relay node are independent of each
other, the discrete-time Markov chain formed by the queue
can be regarded as a birth-death chain, which is related to
the input rate of λrII and service rate μrII . It is the same as
the continuous time M/M/1 queue. Thus, the average queue
length at the II-type relay node is LrII = λrII /ðμrII − λrIIÞ.
According to Little and Graves’ theorem, the average delay
required for “II-type relay node → I-type relay node” trans-
mission is EðτwrIIrIÞ = LrII /λrII = 1/ðμrII − λrIIÞ.

(3) Solve the average delay EðτwrIdÞ required for “I-type
relay node transmits data packets to destination node”

The probability that a II-type relay node transmits to a I-
type relay node by broadcasting is nT /ðn − 2Þ, so the proba-
bility of a data packet reaching a I-type relay node is λrI =
λrII · nT /ðn − 2Þ. Next, the I-type relay node starts with μrI
= nT · ν2 ·∑m

j=1ðp2j · 1/ðnpjÞÞ to deliver the data packet to
the destination node, where nT represents the number of
redundant I-type relay nodes that can get the transmission
opportunity and ν2 ·∑m

j=1ðp2j · 1/ðnpjÞÞmeans the probability
that a I-type relay node in the network can deliver a packet
to the destination node. Similarly, the packet queue at a I-
type relay node can be regarded as an M/M/1 queuing model
with an arrival rate of λrI and a service rate of μrI , so that the
average queue length at a I-type relay node is LrI = λrI /ðμrI
− λrIÞ. According to Little and Graves’ theorem, the average
delay required for the transmission of “II-type relay node →
I-type relay node” is EðτwrIdÞ = LrI /λrI = 1/ðμrI − λrIÞ.

Substituting and arranging the above results, we get

E τwsumð Þ = E τwsrII

� �
+ E τwrIIrI

� �
+ E τwrId

� �
= 1 − λi

1/npj
� �

− λi
+ 1

ν2E mTð Þð Þ/nð Þ − λiν2/ ν n − 2ð Þð Þð Þ

+ 1
nTν2/nð Þ − nTλiν2/ ν n − 2ð Þ2� �� �

=Θ
νn

ν2E mTð Þ − ν2λi

� �
+Θ

νn n − 2ð Þ2
nTν2 ν n − 2ð Þ2 − λin

� �
 !

=Θ
n

E mTð Þ
� �

+Θ
n
nT

� �
:

ð35Þ

Simultaneous formulas (35) and (29): nT = n · FðmÞ ·
E−γðmTÞ, using the average value inequality, we have

E τwsumð Þ =Θ
n

E mTð Þ
� �

+Θ
n
nT

� �
⩾Θ 2 n

E mTð Þ ⋅
n
nT

� �1/2
 !

⩾Θ
2nγ/ 1+γð Þ

F1/ 1+γð Þ mð Þ

 !
:

ð36Þ

If and only if EðmTÞ = nT =ΘððnFðmÞÞ1/ð1+γÞÞ, the equal
sign is established, and the delay gets the minimum value.

We can get the delay of 3D-MANET (with n nodes and
m cells) under the two-hop nonredundant relay routing
scheme by sorting, as

E τwsumð Þ ⩾

Θ 2n1/ 1+γð Þ
� �

, 0 < γ < 1,

Θ 2 n ⋅ log mð Þ1/2
� �

, γ = 1,

Θ 2nγ/ 1+γð Þ
� �

, γ > 1:

8>>>>><
>>>>>:

ð37Þ

5. Numerical Approximation Results
and Discussion

This section mainly conducts a comparative analysis of these
performance results and discusses the impact of different
parameters on the network performance in order to draw
systematic conclusions. Before this, the influence of node
aggregation degree distribution index γ on node movement
distribution is first shown. As shown in Figure 7, it can be
seen that when γ is smaller, the distribution of nodes in
the entire network is more uniform. As γ increases, nodes
tend to cluster in a few “hot” areas, while nodes in most net-
work units show a sparse distribution.

5.1. Influence of Parameters γ on Network Capacity
Performance. It can be seen from formula (24) that if the
two-hop relay scheme with redundancy r is adopted, its
capacity will become 1/r of the nonredundant relay trans-
mission scheme, and this performance is unacceptable.
Given this, this subsection focuses on comparing the capac-
ity performance under the two-hop nonredundant relay and
the proposed WAP relay scheme, referring to the theoretical
results described in formulas (20) and (34), to intuitively
analyze the influence of node aggregation degree distribu-
tion index γ on network capacity; combined with the actual
situation, consider the large-scale network and set the num-
ber of network nodes n = 15000 and the number of network
cells m = 216 = 63; the value range of α can determine α = 2,
and can also set these parameters to other reasonable values,
and then get progressive numerical results, as shown in
Figure 8.

The network capacity of using the WAP relay is
slightly lower than that of the two-hop nonredundant
relay strategy. With the change of the value of γ, the trend
of capacity under the two schemes is comparable. When
0 < γ < 1, the capacity increases approximately exponen-
tially with the increase of γ. γ = 1 is the discontinuity
point of the capacity function Cðn,m, α, γÞ. From the
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point of view of the function order and practical signifi-
cance, it can be considered that the network capacity is
reached the maximum when γ ≈ 1. When γ > 1, the capac-
ity delay rapidly with the increase of γ. Referring to
Figure 7, the more cells in the network that can transmit
at the same time, the greater the network capacity. If γ

continues to rise, the nodes tend to be clustered in dense
cells, and the nodes will be more sparsely distributed in
nondense cells; then, there will be an increase in the num-
ber of free cells. Concurrently, the network traffic load of
dense cells is excessively high, resulting in a steady decline
in network capacity.
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Figure 7: Illustration of the distribution of nodes when γ takes different values.
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5.2. Influence of Parameters r, n, and γ on Network Delay
Performance. From the network delay performance derived
and analyzed in Sections 3.2 and 3.5, the network delay per-
formance of the two-hop relay transmission scheme is
dependent on the network scale and the degree of data
packet redundancy. If the nonredundant relay scheme is
adopted, that is, r = 0, as shown in Figure 9, the number of
nodes in the network is set to be at most 10000. With the
increase of the network scale (i.e., the number of network
nodes n), the delay increases linearly to ΘðnÞ. If a redundant
scheme is used, and r = oðnÞ, as shown in Figure 9, with the
gradual increase of r, the delay can be reduced to Θðn/2Þ. If
the redundant scheme is adopted, and r→ΘðnÞ, as shown
in Figure 10, the best delay performance is attained when
r = 100, and increasing r will not improve the delay, and
at this time, the network capacity will drop sharply with
the increase of r value.

It can be observed that the delay under this routing
strategy is significantly affected by γ referring to the delay
results of the WAP relay scheme described in formula
(37), and also set the number of network nodes n =
15000 and the number of network cells m = 216 = 63 and
α = 2; the numerical results shown in Figure 11 are
obtained. Specifically, when 0 < γ < 1, the delay decreases
with the increase of γ. From the point of view of function
order and practical significance, the delay is the smallest
when γ ≈ 1; when γ > 1, the delay increases with the
increase of γ. From the analysis in Section 4.3, the net-
work delay expression of the WAP relay is

E τwsumð Þ =Θ
n

E mTð Þ
� �

+Θ
n
nT

� �
, ð38Þ

where Θð n
EðmT ÞÞ represents the delay required by the II-

type relay node to broadcast data packets to the I-type
relay node through WAP and Θðn/nTÞ represents the
delay required by the I-type relay node to transmit the
data packet to the destination node. When 0 < γ < 1,
with the increase of γ, the network nodes tend to move
to the dense cell. Correspondingly, the number of nodes
nT in the dense cell increases, and the number of dense

cells EðmTÞ in the network is also increasing, so the
network delay is decreasing. When γ > 1, with the
increase of γ, most nodes tend to gather in a few dense
cells; correspondingly, EðmTÞ becomes smaller as delay
increase. If and only if EðmTÞ = nT , then γ ≈ 1, EðmTÞ
and nT reaches the maximum value, so the network
delay is the smallest.

The delay performance of WAP multihop relay routing
is much superior to that of two-hop nonredundant relay
routing under the premise of less network capacity loss per-
formance. When γ ∈ ð0, 6Þ, the delay performance is also
better than the two-hop redundant (r = oðnÞ) relay scheme.
The scheme takes full use of the node resources of dense
cells, significantly improves the transmission efficiency, and
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comprehensively achieves a relatively ideal network delay-
capacity compromise performance considering the delay
and capacity performance.

5.3. Influence of Parameter m on Network Delay/Capacity
Performance. As mentioned above, the WAP multihop relay
routing algorithm can achieve better network performance.
When γ ≈ 1, the delay and capacity performance is the best,
and the delay and capacity are also satisfied with the best
trade-off relationship. Based on this, this section continues
to discuss the impact of the number of network cells m on
“delay/capacity” ðEðτwsumÞ/CwÞ performance under the
WAP relay routing scheme. Also, set n = 15000 and α = 2,
and get the numerical results shown in Figure 12. It is clear
that when the number of network cells is in m ∈ ½210,300�,
the optimal network performance can be further achieved
on the basis of the best trade-off between network delay
and network capacity achieved at γ ≈ 1. It should be noted
that increasing the number of network cells m beyond this
range has no significant gain on network performance.
When m is within this range, it is reasonable and in line with
the actual situation.

5.4. Influence of the Parameter n on the Single Node Capacity
and Single Node Delay. As shown in Figure 13, under the
WAP relay routing strategy, the increase in the number of

network nodes n intensifies the competition for transmission
resources between nodes, and the capacity of a single node
continues to decline. When the network scale tends to infin-
ity, the capacity of a single node approaches zero. At the
same time, as the number of nodes increases, the probability
of encounters between the source node, I-type relay node, II-
type relay node, and destination node continues to increase;
that is, the transmission opportunities between nodes
increase, and the single node delay continues to decrease.

6. Conclusions and Further Work

In this paper, we investigate the scaling law of 3D-MANET
capacity and delay under different routing schemes. This
study is compatible with the earlier theoretical results in
2D and 3D scenarios, and the network performance is
related to parameters such as network scale, packet delivery
rate, and redundancy. Meanwhile, it is also an extension of
the previous, and our results can cover a variety of distribu-
tion scenarios with the change of γ value.

Since this paper considers a large-scale multihop 3D-
MANET network composed of any communication entities
on land, sea, or air, these general theoretical results can be
applied to practical scenarios: dense viaducts, overpasses,
and highway scenarios on the Internet of vehicles; air-space-
ground integrated self-organizing network scenarios including
aircraft, UAV, ground base stations, fleet, and other commu-
nication entities; UAV swarm network scenarios; etc.

In the future, one valuable direction is to further explore
the 3D-MANET performance under the multicast routing
strategy for obtaining a more systematic and comprehensive
conclusion. In addition, the development of machine learning
and artificial intelligence technology is in full swing [45, 46].
This paper has shown that a reasonable division of network
cells can help improve network performance. By designing
experiments, we can explore the optimal machine learning
algorithm on data sets to cluster network nodes reasonably
to indirectly change nodes’ spatial aggregation and distribu-
tion to achieve optimal network performance.

Data Availability

The data used to support the findings of this study are avail-
able from the corresponding author upon request.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

This research was supported in part by the Wireless Ad Hoc
Network Communication Performance Testing Research
Project under Grant W21GY1300010 and in part by the
Key Program of the National Natural Science Foundation
of China under Grant 61931001.

0 30 60 90 120 150

m

180 210 240 270 300
0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

0.22
E

 (𝜏
w su
m

)
C
w

Figure 12: The relationship between the m and WAP relay
network delay/capacity performance.

0 100 200 300 400 500
n

600 700 800 900 1000
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

Pe
r-

no
de

 ca
pa

ci
ty

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

Per-node delay

Per-node capacity
Per-node delay

Figure 13: The relationship between the n and the capacity or
delay of a single node.

16 Wireless Communications and Mobile Computing



References

[1] S. Basagni, M. Conti, S. Giordano, and I. Stojmenovic, Mobile
ad hoc networking: cutting edge directions, vol. 35, John Wiley
& Sons, 2013.

[2] S. Kafaie, Y. Chen, O. A. Dobre, and M. H. Ahmed, “Joint
inter-flow network coding and opportunistic routing in
multi-hop wireless mesh networks: a comprehensive survey,”
IEEE Communications Surveys & Tutorials, vol. 20, no. 2,
pp. 1014–1035, 2018.

[3] M. Raza, N. Aslam, H. Le-Minh, S. Hussain, Y. Cao, and N. M.
Khan, “A critical analysis of research potential, challenges, and
future directives in industrial wireless sensor networks,” IEEE
Communications Surveys & Tutorials, vol. 20, no. 1, pp. 39–
95, 2018.

[4] E. Hernández-Orallo, J. C. Cano, C. T. Calafate, and
P. Manzoni, “FALCON: a new approach for the evaluation of
opportunistic networks,” Ad Hoc Networks, vol. 81, pp. 109–
121, 2018.

[5] F. Tang, B. Mao, N. Kato, and G. Gui, “Comprehensive survey
on machine learning in vehicular network: technology, appli-
cations and challenges,” IEEE Communications Surveys &
Tutorials, vol. 23, no. 3, pp. 2027–2057, 2021.

[6] D. S. Lakew, U. Sa’ad, N. N. Dao, W. Na, and S. Cho, “Routing
in flying ad hoc networks: a comprehensive survey,” IEEE
Communications Surveys & Tutorials, vol. 22, no. 2,
pp. 1071–1120, 2020.

[7] J. Zhang, T. Chen, S. Zhong et al., “Aeronautical ad hoc net-
working for the Internet-above-the-clouds,” Proceedings of
the IEEE, vol. 107, no. 5, pp. 868–911, 2019.

[8] C. Xu, Z. Xiong, X. Kong, G. Zhao, and S. Yu, “A packet recep-
tion probability-based reliable routing protocol for 3D
VANET,” IEEE Wireless Communications Letters, vol. 9,
no. 4, pp. 495–498, 2020.

[9] Z. He, B. Zhang, J. Wang, L. Wang, Y. Ren, and Z. Han, “Per-
formance analysis and optimization for V2V-assisted UAV
communications in vehicular networks,” in ICC 2020-2020
IEEE International Conference on Communications (ICC),
pp. 1–6, Dublin, Ireland, 2020.

[10] Z. Wei, H. Wu, X. Yuan, S. Huang, and Z. Feng, “Achievable
capacity scaling laws of three-dimensional wireless social net-
works,” IEEE Transactions on Vehicular Technology, vol. 67,
no. 3, pp. 2671–2685, 2017.

[11] X. Yuan, Z. Feng,W. Ni, Z.Wei, R. P. Liu, and C. Xu, “Connec-
tivity of UAV swarms in 3D spherical spaces under (un)inten-
tional ground interference,” IEEE Transactions on Vehicular
Technology, vol. 69, no. 8, pp. 8792–8804, 2020.

[12] L. Lei, G. Shen, L. Zhang, and Z. Li, “Toward intelligent coop-
eration of UAV swarms: when machine learning meets digital
twin,” IEEE Network, vol. 35, no. 1, pp. 386–392, 2021.

[13] K. Yao, J. Wang, Y. Xu et al., “Self-organizing slot access for
neighboring cooperation in UAV swarms,” IEEE Transactions
on Wireless Communications, vol. 19, no. 4, pp. 2800–2812,
2020.

[14] Q. Wang, J. Li, Q. Qi, P. Zhou, and D. O. Wu, “A game-
theoretic routing protocol for 3-D underwater acoustic sensor
networks,” IEEE Internet of Things Journal, vol. 7, no. 10,
pp. 9846–9857, 2020.

[15] Q. Wang, J. Li, Q. Qi, P. Zhou, and D. O. Wu, “An adaptive-
location-based routing protocol for 3-D underwater acoustic
sensor networks,” IEEE Internet of Things Journal, vol. 8,
no. 8, pp. 6853–6864, 2021.

[16] D. Floreano and R. J. Wood, “Science, technology and the
future of small autonomous drones,” Nature, vol. 521,
no. 7553, pp. 460–466, 2015.

[17] Q. Luo, J. Wang, and S. Liu, “AeroMRP: a multipath reliable
transport protocol for aeronautical ad hoc networks,” IEEE
Internet of Things Journal, vol. 6, no. 2, pp. 3399–3410, 2018.

[18] P. Gupta and P. R. Kumar, “The capacity of wireless net-
works,” IEEE Transactions on Information Theory, vol. 46,
no. 2, pp. 388–404, 2000.

[19] P. Gupta and P. R. Kumar, “Internets in the sky: the capacity of
three-dimensional wireless networks,” Communications in
Information and Systems, vol. 1, no. 1, pp. 33–50, 2001.

[20] P. Li, M. Pan, and Y. Fang, “Capacity bounds of three-
dimensional wireless ad hoc networks,” IEEE/ACM Transac-
tions on Networking, vol. 20, no. 4, pp. 1304–1315, 2012.

[21] C. E. Shannon, “A mathematical theory of communication,”
ACM SIGMOBILE mobile computing and communications
review, vol. 5, no. 1, pp. 3–55, 2001.

[22] G. Bai, L. Yu, and Q. Liu, “An achievable throughput capacity
of three-dimensional inhomogeneous wireless networks,” in
2014 IEEE 80th Vehicular Technology Conference (VTC2014-
Fall), pp. 1–5, Vancouver, BC, Canada, 2014.

[23] J. Møller and C. Díaz-Avalos, “Structured spatio-temporal
shot-noise Cox point process models, with a view to modelling
forest fires,” Scandinavian Journal of Statistics, vol. 37, no. 1,
pp. 2–25, 2010.

[24] C. Hu, X. Wang, Z. Yang, J. Zhang, Y. Xu, and X. Gao, “A
geometry study on the capacity of wireless networks via perco-
lation,” IEEE Transactions on Communications, vol. 58, no. 10,
pp. 2916–2925, 2010.

[25] C. Jeong and W.-Y. Shin, “Capacity of 3D erasure networks,”
IEEE Transactions on Communications, vol. 64, no. 7,
pp. 2900–2912, 2016.

[26] Z. Wei, Z. Feng, X. Yuan, X. Feng, Q. Zhang, and X. Wang,
“The achievable capacity scaling laws of 3D cognitive radio
networks,” in 2016 IEEE International Conference on Commu-
nications (ICC), pp. 1–6, Kuala Lumpur, Malaysia, 2016.

[27] W. Wang, B. Yang, O. Takahashi, X. Jiang, and S. Shen, “On
the packet delivery delay study for three-dimensional mobile
ad hoc networks,” Ad Hoc Networks, vol. 69, pp. 38–48, 2018.

[28] W. Wang, B. Yang, X. Wang, Y. She, and S. Shen, “Capacity of
3DMANETs under packet redundancy and receiver probing,”
in 2018 International Conference on Networking and Network
Applications (NaNA), pp. 164–168, Xi'an, China, 2018.

[29] J. Liu and N. Kato, “AMarkovian analysis for explicit probabi-
listic stopping-based information propagation in postdisaster
ad hoc mobile networks,” IEEE Transactions onWireless Com-
munications, vol. 15, no. 1, pp. 81–90, 2016.

[30] Y. Guo, X. Jia, S. Cao, and Z. Hao, “Analysis of downlink cov-
erage and capacity for 3D mobile UAV networks,” in 2021 7th
International Symposium on Mechatronics and Industrial
Informatics (ISMII), pp. 236–239, Zhuhai, China, 2021.

[31] B. Muneeswari and M. Manikandan, “Energy efficient cluster-
ing and secure routing using reinforcement learning for three-
dimensional mobile ad hoc networks,” IET Communications,
vol. 13, no. 12, pp. 1828–1839, 2019.

[32] A. R. Don Fedyk, “ns-3 a discrete-event networksimulator for
internet systems,” https://www.nsnam.org/.

[33] M. Schläpfer, L. Dong, K. O’Keeffe et al., “The universal visita-
tion law of human mobility,” Nature, vol. 593, no. 7860,
pp. 522–527, 2021.

17Wireless Communications and Mobile Computing

https://www.nsnam.org/


[34] L. Pappalardo, S. Rinzivillo, Z. Qu, D. Pedreschi, and
F. Giannotti, “Understanding the patterns of car travel,” The
European Physical Journal Special Topics, vol. 215, no. 1,
pp. 61–73, 2013.

[35] B. Abolhassani, J. Tadrous, and A. Eryilmaz, “Delay gain anal-
ysis of wireless multicasting for content distribution,” IEEE/
ACM Transactions on Networking, vol. 29, no. 2, pp. 529–
542, 2021.

[36] R. Magnus and R. Magnus, “Improper Integrals,” in Funda-
mental Mathematical Analysis, pp. 397–426, Springer, 2020.

[37] Z. Cheng and Y. Liu, “A novel method for studying 3D-
MANET capacity based on Zipf’s law,” in 2022 3rd Informa-
tion Communication Technologies Conference (ICTC),
pp. 14–18, Nanjing, China, 2022.

[38] J. Liu, N. Kato, J. Ma, and T. Sakano, “Throughput and delay
tradeoffs for mobile ad hoc networks with reference point
group mobility,” IEEE Transactions on Wireless Communica-
tions, vol. 14, no. 3, pp. 1266–1279, 2014.

[39] M. Grossglauser and D. N. Tse, “Mobility increases the capac-
ity of ad hoc wireless networks,” IEEE/ACM Transactions on
Networking, vol. 10, no. 4, pp. 477–486, 2002.

[40] M. J. Neely and E. Modiano, “Capacity and delay tradeoffs for
ad hoc mobile networks,” IEEE Transactions on Information
Theory, vol. 51, no. 6, pp. 1917–1937, 2005.

[41] W. Chen, M. J. Neely, and U. Mitra, “Energy-efficient trans-
missions with individual packet delay constraints,” IEEE
Transactions on Information Theory, vol. 54, no. 5, pp. 2090–
2109, 2008.

[42] M. J. Neely, “Opportunistic scheduling with worst case delay
guarantees in single and multi-hop networks,” in 2011 Pro-
ceedings IEEE INFOCOM, pp. 1728–1736, Shanghai, China,
2011.

[43] J. D. Little and S. C. Graves, Little's Law, Springer, 2008.

[44] D. Bertsekas and J. N. Tsitsiklis, “Introduction to probability,”
Athena Scientific, vol. 1, 2008.

[45] D. Hong, Z. Han, J. Yao et al., “SpectralFormer: rethinking
hyperspectral image classification with transformers,” IEEE
Transactions on Geoscience and Remote Sensing, vol. 60,
pp. 1–15, 2022.

[46] X. Cao, X. Fu, C. Xu, and D. Meng, “Deep spatial-spectral
global reasoning network for hyperspectral image denoising,”
IEEE Transactions on Geoscience and Remote Sensing,
vol. 60, pp. 1–14, 2022.

18 Wireless Communications and Mobile Computing


	Performance Study and Optimization of 3D-MANET: A New Analytical Perspective Based on Zipf’s Law
	1. Introduction
	1.1. Related Work
	1.2. Motivations and Contributions

	2. System Model and Framework
	2.1. Network and Mobility Model
	2.2. Interference Model and Transmission Pattern
	2.3. Two-Hop Relay Routing Algorithm
	2.3.1. The Two-Hop Nonredundant Relay
	2.3.2. The Two-Hop Redundant Relay


	3. Capacity and Delay Performance Analysis of 3D-MANET
	3.1. Definitions
	3.2. Two-Hop Nonredundant Relay Routing Scheme’s Network Capacity
	3.3. Two-Hop Nonredundant Relay Routing Scheme’s Network Delay
	3.4. Two-Hop Redundant Relay Routing Scheme’s Network Capacity
	3.5. Two-Hop Redundant Relay Routing Scheme’s Network Delay

	4. Capacity and Delay Performance Optimization of 3D-MANET
	4.1. The WAP-Enabled Multihop Relay Routing Scheme
	4.2. The WAP Relay Routing Scheme’s Network Capacity
	4.3. The WAP Relay Routing Scheme’s Network Delay

	5. Numerical Approximation Results and Discussion
	5.1. Influence of Parameters γ on Network Capacity Performance
	5.2. Influence of Parameters r, n, and γ on Network Delay Performance
	5.3. Influence of Parameter m on Network Delay/Capacity Performance
	5.4. Influence of the Parameter n on the Single Node Capacity and Single Node Delay

	6. Conclusions and Further Work
	Data Availability
	Conflicts of Interest
	Acknowledgments

