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Graphic design is one of the design disciplines with the longest history in the history of human design. As a marginal discipline, it
integrates science and art organically. Graphic design has three basic characteristics: information, art, and economy. Information
refers to the fact that graphic design is a carrier of information communication, and graphic design works have the practical
function of specific information transmission. Among them, graphic design language is the direct form of information
communication, but there is a relative lack of research on the intelligent recognition of graphic design language. To address
this problem, this paper focuses on the analysis method of graphic design language based on artificial intelligence visual
communication. First, in order to segment different parts of the image more accurately, this paper improves a deep learning-
based image segmentation method. The method uses a three-branch network structure to learn semantic information, detail
information, and fusion information, respectively. The coding network uses a lightweight convolutional neural network and
adds an attention mechanism in the branches to weight the importance of image feature channels, and the features extracted
from different perceptual fields of the image are multiscale fused to fuse the features extracted from different stages of the
coding network. Then, the salient target regions are detected on the basis of segmented images, the salient target emotions are
analyzed by using feature pyramids to improve the convolutional neural network, the emotions expressed by graphic design
language are analyzed by constructing a weighted loss convolutional neural network on a multilayer supervised module, and
the salient target emotions are fused to obtain the final emotion classification results. The experimental results show that our
proposed method outperforms traditional segmentation methods in the dataset, and the sentiment analysis based on
segmented images can obtain higher sentiment classification accuracy than the sentiment analysis method that directly
identifies the whole image, which is beneficial to the research and application of graphic design language.

1. Introduction

Graphic design is a combination of words, graphics, and imag-
ination, mainly “visual” as a way of communication and expres-
sion, but also through design thinking and various techniques
to recreate and innovate the symbols, graphics, and words used
to convey ideas or convey information visual art. Design lan-
guage symbols are one of the most important elements of visual
art [1]. In the process of creating artworks, designers use the
basic language symbols to express the form and formal beauty
of the works and use design methods to explore and create
new symbolic language to express the ideological connotation

of the works, which is very valuable for research and dissemina-
tion in art creation.

Graphic design works are artistic and generally classified as
practical art, but graphic design works are different from pure
art works, and the biggest difference between the two is that
graphic design works are the reproduction of the designer’s
“thoughts and emotions of the people for whom he designed
the work,” while pure art works express the artist’s thoughts
and emotions. The latter has a strong subjective nature, while
the former is subject to more objective constraints [2]. As a
practical art, graphic design has artistic value, information
transmission value, and most of it has commercial value. The
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merits of graphic design works are mainly judged from the
above three perspectives. The artistic value is mainly assessed
from the aesthetic height, while the information transfer value
is mainly judged from the perspective of information carrying
and cultural identity. The model of graphic design work evalu-
ation is shown in Figure 1.

The most intuitive and main form of communication with
the outside world is through visual means, and graphic design
is composed of various design form language symbols. The
most important way to transmit information is through visual
language, and it is because of the existence of formal language
symbols that graphic design works have a more special artistic
and communicative nature than other forms of artistic expres-
sion. Graphic design is not simply tomeet the surface aesthetic
experience, but to convey a deeper artistic emotion through
the rhythmic beauty of the formal language symbols. For
graphic design, art works need to use the design form language
symbols as a carrier to realize the transmission of emotion,
and the form language symbols also need to be expressed
through the artistic emotion to become rich in connotation
and rhythm [3]. The fusion and reprocessing of design lan-
guage symbols and artistic emotion will often result in impres-
sive design effects, which will bring people visual and spiritual
shock and produce a strong psychological impact.

The analysis of the language of graphic design is mostly
manual. The advent of the digital age is changing this tradi-
tional approach. A better understanding of the language of
graphic design in the digital age, in terms of its basic principles
and characteristics, is the basis for mastering this language
with new characteristics in the new age. At the same time,
the analysis of the overall strengths and weaknesses of graphic
design in the visual language of graphic design with the new
characteristics of the digital age is conducive to the concretiza-
tion of understanding. The visual language of graphic design
in the digital context itself contains modern and advanced
technology, and its automation means the automation of the
language expression process. Although the visual language of
graphic design in the digital context is not completely auto-
matic in its expression, based on the virtualization characteris-
tics mentioned earlier, the virtualization tool used by human is
actually a command button, and after the human operates the
button, the rest of the realization process is mostly done auto-
matically by the computer, so it is said that the visual language
of graphic design in the digital era reflects a certain degree of
automation [4]. At the same time, since these automations
are realized under the program edited by computer language,
it is also said to have programmatic characteristics.

Using artificial intelligence technology, automatic recogni-
tion of graphic design language can be realized, and the technol-
ogy includes two parts: image segmentation and image
sentiment analysis. Among them, the image segmentation algo-
rithm not only needs to be able to segment high-resolution
images, the key is to be able to achieve high accuracy segmenta-
tion results, especially for the segmentation of graphic design,
but also for the algorithm real-time segmentation requirements
are relatively high, so there are three problems with the image
segmentation algorithm: first, most of the algorithms proposed
by the academic community about high-quality image segmen-
tation are for low-resolution images; second, the existing image

segmentation algorithms for object or character edge details,
hair, and other locations always have low segmentation accu-
racy problems; third, there are many current deep learning-
based image segmentation algorithms, although you can get
a better soft segmentation effect in the image of the hair, detail
parts, but most of them require human interaction [5]. While
the essence of image sentiment analysis is image classification,
the main work is feature engineering as well as the extraction
of regions conducive to emotional expression. There are three
stages: low-level sentiment features of images, mid-level
semantic sentiment features, and high-level semantic senti-
ment features of deep networks. Compared to text sentiment
recognition, image sentiment recognition takes some more
time. Images may contain salient targets, and these salient tar-
get features can more easily express the user’s emotion. How-
ever, in real life, text and images often do not exist in isolation
but often accompany each other, and they are both ways for
humans to express emotions. Some images have salient target
sentiment features, but some images are not so obvious in
their sentiment. Text can express emotion well, but there will
be false data [6]. Therefore, in recent years, multimodal senti-
ment analysis is gaining more andmore attention, which takes
into account not only image features but also text features, so
that when one modality cannot accurately judge emotion,
another modality will play a complementary role.

Aiming at the research and application problems of graphic
design language, combined with artificial intelligence technol-
ogy, this paper proposes a recognition method. The method
is constructed for graphic design works and contains a total
of two parts of structure. The first part is used to segment dif-
ferent parts of the graphic work, and this part improves a deep
learning-based image segmentation algorithm, which designs a
separate branch to actively learn the significant information of
the image and another branch to learn the edge detail informa-
tion of the foreground of the image, and finally fuses the feature
information learned by the two branches and outputs the seg-
mentation results through the fusion branch. The second part
is used for image sentiment analysis, firstly, using feature pyra-
mid to improve convolutional neural network to extract multi-
scale fusion of salient target sentiment features, then adding a
supervised module of weight loss to extract sentiment features,
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Figure 1: Evaluation model of graphic design works.
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and finally fusing the salient target sentiment of each region to
finally determine the sentiment features of the image.

The unique contribution of the paper includes

(i) development of a recognition method for graphic
design works

(ii) the first part of the framework segmented different
parts of the graphic work using deep learning-
based image segmentation algorithm

(iii) the second part of the framework performed image
sentiment analysis using feature pyramid to
improve the performance of CNN. This helped to
extract multiscale fusion of salient target sentiment
features

2. Related Works

2.1. Current Status of Graphic Design Language Research. The
design form language symbols and the modern design trend
of simplicity and simplicity harmonize with each other and
push forward the new ideas. With the advancement of indus-
trial industrialization and production informatization, graphic
design gradually begins to become an important way to com-
municate and exchange information in production and life.
People’s appreciation level and aesthetic concept also improve
with the development and progress of society, while more
needs are put forward. As the most widely used form of visual
art, graphic design needs to use formal language symbols ratio-
nally to create, constantly innovate, improve creative thinking,
and create a more beautiful space for the visual aesthetics and
psychological feeling needs of the appreciators [7]. A true
understanding of the basic meaning and deeper connotations
of graphic design will help designers to express their emotions
more fully and accurately when creating their works and to
design works that will shock people’s hearts.

The use of basic symbols in graphic design should take into
account the interaction between symbols. For the use of basic
design languages such as dots, lines, and surfaces, certain
methods and rules need to be followed, which change depend-
ing on the form of expression, design theme, or style of the work
and ultimately convey information through the work and then
convey the inner emotion that the author wants to reflect, pre-
senting a visual effect with beauty and impact. Dots are often
used as the center of visual appreciation and gathering in order
to reflect more enthusiasm and affinity. For graphic design,
point, line, and surface are the main framework and foundation
of design, and the use of the overall design form language sym-
bols is based on the basic language symbols of point, line, and
surface. The final design effect and design theme also need the
overall design form language symbols to integrate information
with each other. Graphics, images, words, and colors are the
main and most common overall design language symbols in
graphic design, and the overall form language symbols are
indispensable elements in graphic design and also have very
important significance in aesthetics [8]. In the process of design
practice, through the artistic processing of graphics, words, and
colors, the original independent and scattered points, lines, and
surfaces in the picture are integrated to fill the entire visual

space, making the design work more rich and concise, so that
the scattered layout forms a whole object, and the information
of the work becomes integrated from scattered.

The expression of artistic emotion in design is composed
of the designer’s subjective emotion and the process of appre-
ciation and criticism of the art work by the appreciators,
because the audience of the design work is both the apprecia-
tors and the critics. A successful design work cannot only be
the expression of the creator’s own subjective artistic emotion,
but the creator can fully express his creative message, and the
appreciator can also feel the emotion contained in the design
form language symbols. The purpose of design is not only to
look good, but also to carry a sense of mission; firstly, as a
medium of information transmission, it has the role of trans-
mitting information; secondly, it carries the responsibility of
improving people’s quality of life and aesthetic level [9]. Using
the design form language symbols of point, line, surface, and
geometry unique expression to design, through the creator’s
free creation, the image often has enhanced visual image of
interest and vividness, bringing a strong visual impact, giving
people a reverie, so that the appreciators in the appreciation
process left a deep impression but also gives the designer full
creative space and freedom.

2.2. Current Status of Image Segmentation Research. Since the
1970s, researchers have been attracted by the image segmenta-
tion problem and have made great efforts to achieve certain
research results. So far, image segmentation algorithms have
been researched for decades, and traditional image segmenta-
tion algorithms with better segmentation performance have
emerged during this period, such as threshold segmentation
algorithms, edge detection-based image segmentation algo-
rithms, and region-based image segmentation algorithms. In
addition, there are also image segmentation algorithms based
on specific theories, such as clustering analysis, active contour
model, and graph theory. These methods can be used to solve
image segmentation problems in a specific field based on their
own characteristics [10]. As the application requirements
change, each segmentation algorithm not only optimizes and
improves on its own theoretical basis, but also promotes the
development of image segmentation theory to a certain extent
by integrating theoretical knowledge from other fields. The
existing image segmentation algorithms are listed as follows.

(1) Threshold segmentation method. As a typical algo-
rithm in the field of image segmentation, the imple-
mentation principle of threshold segmentation is
simple, efficient, and practical. By setting one or
more different thresholds and comparing all pixels
in the image domain with the set single or multiple
thresholds in turn, the algorithm divides all pixels
in the image domain into two classes or several clas-
ses with different gray level regions [11]. Setting
appropriate thresholds can distinguish the images
well and get more satisfactory segmentation results

(2) Image segmentation algorithm based on edge detec-
tion. The purpose of image segmentation aims to
obtain the target contour, considering that the intensity
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values, colors, or textures at the edges connected to dif-
ferent regions in the image domain vary greatly; there-
fore, the image can be segmented by detecting the
edges of different regions [12]. The basic implementa-
tion principle is to detect the possible boundaries in
the original image based on the discontinuities between
image pixel points and to divide the original image into
two or more different regions accordingly

(3) Region-based image segmentation algorithms. For
the region growth method as the most basic region
segmentation method, its implementation principle
is that in the image domain, first select a single or a
group of pixel points, use them as seed points, and
then compare them with neighboring pixel points
in order according to the similarity criterion defined
in advance

(4) Image segmentation algorithm based on active con-
tour model [13]. The main idea of the active contour
model is to use continuous curves to represent the
target boundary, and at the same time to construct
external energy terms with the help of image infor-
mation, and to combine with internal energy terms
to define the energy generalization function

(5) Image segmentation algorithms based on visually sig-
nificant regions. Inspired by the biological ability of
humans to recognize important information quickly
and effectively in complex environments, many visual
significant region detection algorithms have been pro-
posed and are widely used in many fields

(6) Deep learning-based image segmentation algorithms,
with the rise of convolutional neural networks [14].
However, the training set requires a large amount of
manpower for support, and the underlying features
always play an important role in the development of
deep learning-based frameworks. Most of the deep
learning-based image segmentation algorithms are
currently based on code-decode network structures

2.3. Current Status of Image Sentiment Analysis Research.
Generally, there are three types of visual features used for
image sentiment analysis: low-level features, mid-level fea-
tures, and high-level features. SentiWordNet is the first explo-
ration of the connection between image sentiment and visual
content. The method first represents images with color distri-
butions and visual bag word models, extracts sentiment values
(positive and negative) from textual metadata using a syno-
nym library, then uses information methodology for feature
analysis, and finally image classification using machine learn-
ing methods such as support vector machines [15]. To address
the problem that the VSO-based model cannot indicate which
ANP is highly related to the emotional orientation of the visual
content, some researchers proposed a visual emotion theme
model for visual emotion analysis, as shown in Figure 2. In
addition, some researchers have found a “semantic gap”
between low-level visual features and image emotions, so they
proposed a visual emotion ontology method to discover the
connection between low-level visual features and image emo-

tions, which is called an emotion detector. The emotion ontol-
ogy is a formal representation of emotions that relates to
affective phenomena and coincides with the Basic Formal
Ontology. It distinguishes “emotions proper” in the form of
human emotions such as anger and fear from appraisals and
subjective feelings. The content-based image retrieval systems
workmore on human semantics and aim to reduce the seman-
tic gap between the high-level human experience and low-level
visual features of the pictures. The use of codified emotion
ontology in global color features of images helps in annotating
images at the semantic level. The closest adjective-noun pair of
an image is used as an emotion marker.

Because of the effectiveness of CNN models in the image
domain, a large number of researchers have also switched
from using traditional methods for image sentiment analysis
to using deep learning techniques. Researchers have heavily
adapted CNN models and released numerous advanced
CNN-based models. One researcher designed a PCNN net-
work model by first labeling Flickr images with a baseline
sentiment classification algorithm to obtain 500,000 training
samples, then initially using these noisy image data to train
the CNN, and finally using the already labeled training Twit-
ter data samples to gradually fine-tune the neural network to
obtain a better sentiment neural network model [16]. Exper-
iments have demonstrated that the accuracy of using migra-
tion learning is significantly better than that of random
initialization of weights. Some researchers added the visual
self-attention mechanism module to the CNN emotion clas-
sification framework; however, the method would ignore the
key emotional region part of the image, so the salience target
of the image is considered as the emotional prior knowledge
to correct the region of visual attention learning, which com-
pensates the shortage of self-attention mechanism to learn
emotional features. To mine the regions in images that
induce emotion, some researchers use a trained visual attri-
bute detector to detect the emotional attributes that may
be contained in images and then use the attention model
to automatically mine the local regions of images that are
closely associated with emotional descriptors.

Meanwhile, there are also methods combining image
segmentation for sentiment analysis. Some researchers use
existing target detection methods to obtain N candidate
regions, combine sentiment scores and object scores to select
the top K sentiment regions, then use CNN to extract fea-
tures of the whole image and sentiment regions, and finally
calculate the sentiment polarity of the image by fusion strat-
egy. Other researchers use object detectors to detect local
target regions contained within a pair of images, then use
neural networks to extract target region features, and finally
combine the overall image features and target region features
to train an image sentiment recognition model to predict the
sentiment of an image [17]. In addition, to locate the salient
target regions in an image using a target detection system,
some researchers use VGGNet to train the salient target
and the whole image sentiment recognition model sepa-
rately, and finally fuse the results of both predictions to get
the final sentiment polarity, and the experiments show that
the salient target can help the whole image to improve the
accuracy of image sentiment analysis.
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3. Algorithm Design

3.1. Deep Learning-Based Image Segmentation Algorithm. The
segmentation network structure of this paper is divided into
three parts: encoding network, transition network, and decod-
ing network, as shown in Figure 3. The encoding network
adopts the lightweight network MobilenetV2, the transition
network consists of the attention mechanism module and
the void space pyramid module, and the decoding network is
composed of three network branches. In total, the feature
extraction of MobilenetV2 is divided into five parts according
to the variation process of the feature extraction size of Mobi-
lenetV2 [18]. The transition network consists of two modules.
In the decoding network, one part learns the classification of
foreground, background, and unknown regions of the image.
The other part learns the image edge detail information, i.e.,
details. The last part aggregates the graphs learned from the
previous two parts, i.e., hybrid branching.

The understanding of semantic information of an image is
a key step in computer vision tasks. Semantic information is
what an image contains, and the semantic information in a seg-
mentation task can be seen as the foreground and background
in this image. In the segmentation task, semantic information
prediction is crucial because it directly determines the overall
effect of segmentation. The semantic branching network is
designed based on the idea of classification [19, 20]. The main
task of the branching network is to separate the background
information, the foreground information, and the unknown
area where the background and foreground intersect, that is,
the semantic branching is doing a triple classification problem.
It is used in performing specialized information retrieval tasks
such as in detection of plagiarism. The information is provided
on hierarchical relations for employing semantic compression
in order to reduce diversity in language. This helps the system
to match words with respective meanings independently from
set of words being used.

The semantic branch first passes the encoded features
through the attention mechanism module, which performs
channel importance weighting, and then fuses the features
of the first four stages of the encoding network with the dif-
ferent stages of the decoding network, respectively [21]. The
specific way of feature fusion is that the features of the first

four stages of the coding network are fused with the features
of different stages of the decoding network, respectively.
Then a feature map with three channels is finally output
by convolution and upsampling operation of the semantic
branching network, and each feature map represents one
category, respectively. The loss function is

Ls = −〠
C

c=1
αcg ln Scp, ð1Þ

where αcg ∈ ð0, 1Þ is the true label of the pixel point, Scp ∈
ð0, 1Þ is the predicted label of the pixel point, and C is
the category.

To obtain larger scale contextual information, void space
pyramidal pooling is added to the detail branch to capture
multiscale information using parallel void convolution layers
with different sampling rates. The bootstrap model aggregates
feature of different sensory fields, so that the values located in
unknown regions can be effectively linked to foreground and
background information for more accurate prediction [22].
The detail branch is designed using the idea of feature fusion,
with 12 convolutional layers, each followed by a normalization
layer and an activation layer, where the activation function of
the last convolutional layer is sigmoid, mainly to control the
prediction value to between 0 and 1. The detail branching net-
work first extracts the multiscale information of the image
from the coded features through the void space pyramid struc-
ture. The detail branching loss function is

Ld = 〠
n

i

smoothL1 mi
d dip − αig

� �� �
,

smoothL1 xð Þ =
0:5x2 xj j < 1,
xj j − 0:5 others,

( ð2Þ

where dip ∈ ð0, 1Þ is the predicted pixel point value, αig ∈ ð0, 1Þ
is the true pixel point value, and i is the pixel point label.

The hybrid branch is mainly used to predict the final fea-
ture map, with two convolutional layers and the last. The
hybrid branch fuses the features of the semantic branch

Tag data

Classifier
training

Adverbs
degree

Positive
emotion word

Negative
emotion word

Negative
word

Sentiment
analysis model

Emotional
tendency

Figure 2: Intermediate emotion analysis model.
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and the detail branch, and the fused features are obtained from
the last convolutional layer of each branch, and the channels
of the two feature maps are concatenated to output a single-
channel feature map. The hybrid branch loss function is

L = λsLs + λdLd , ð3Þ

where λs and λd are hyperparameters used to balance the
losses of the two branches.

3.2. Significance of Target Sentiment Analysis Algorithm. In
order to better explore the emotion conveyed by the image,
this paper proposes the framework of salience target sentiment

analysis method as shown in Figure 4, the specific process is
firstly, different regions of the image are obtained by segment-
ing the whole image. Then the target sentiment is identified by
the saliency target detection algorithm. The target sentiment
analysis helps in extracting targets and performs classification
of sentiment classes. It determines the entity-level sentiment
for the entities in the input document. This enables analysis
of the output data to determine specific products or services
that get positive or negative feedback. Finally, the results pre-
dicted by each model are fused to obtain the sentiment polar-
ity of the final image. Each part of the framework will be
described in detail below.

Salient target detection aims to detect salient target regions
in an image, with applications in image understanding, image
description generation, semantic segmentation, and other
fields. Shortcut connections are added to the deeply supervised
layer-hopping structure to extract salient target features at
multiple scales per layer. Although the deep side output layer
can locate the salient target region well, it also loses some detail
information [23]. The shallow side output layer focuses on the
low-level features, but the overall information is missing, so
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Figure 3: Segmentation network structure diagram.
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Figure 4: Image emotion analysis model.

Table 1: Dataset contains the number of emotional images.

Dataset Negative Positive Total number

ArtPhoto 378 428 806

Twitter I 769 500 1269

Flickr and Instagram 16430 6878 23308

6 Wireless Communications and Mobile Computing



the feature maps of different depths of the side output layer are
fused to extract the salient targets.

Considering that multiple target regions grayscale maps
may be connected together, the grayscale maps are subjected
to an erosion operation, which can separate multiple target
regions. Then the target regions whose targets are too small
or have too large difference in aspect ratio are filtered out.
Since the emotion of an image is not only in the target region,

but also the background around the target region plays a key
role in image emotion analysis, the smallest rectangular area
pixels surrounding the target are set to 255, and the rest pixels
are set to 0 [24]. The obtained binary map is resized to the
same size as the original image, and then the original image
and the binary map are executed as bit-wise operation. Finally,
the contour detection is performed, and the area belonging to
the target rectangular box is keyed out. In order to prevent the
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hidden layer supervision module from overlearning the hid-
den layer features and falling into local optimal solutions, a
loss function with weights is designed as follows:

LE W,wð Þ = 〠
M

m=1
αmlm W,w mð Þ

� �
, ð4Þ

where W is the set of parameters of VGG16, each supervised
module corresponds to a weight w = ðwð1Þ,wð2Þ,⋯,wðMÞÞ,
and lm is the supervised module loss function.

In order to combine the regions to determine the emo-
tional polarity of the images, the results of each emotion rec-
ognition model are integrated using a weight fusion strategy:

Y = α1y1 + α2y2+,⋯ ,+αnyn, ð5Þ

where α is the weight coefficient and y is the sentiment
recognition result of each region.

4. Experimental Results

4.1. Experimental Datasets. In order to verify the effectiveness
of the proposed method, a public dataset including ArtPhoto,
Twitter I, and Flickr and Instagram was used for testing. 75%
of the three datasets were randomly sampled as the training set
and 25% as the test set. ArtPhoto contains 806 artistic photos,
and each image is labeled with a real emotion. 1269 images
were collected from social networking sites and labeled
according to the text describing the emotion filtering the col-
lected 90,000 images, and finally 23,308 images were selected,
which contained 8 categories: happy, admiring, content,
excited, angry, disgusted, scared, and sad. For the convenience
of the study, the first four categories were grouped as positive
and the last four as negative. Table 1 shows the number of cat-
egories corresponding to each dataset.

4.2. Neural Network Training Results. First of all, the segmen-
tationmodel is trained, and the neural network training results
are shown in Figure 5. As can be seen from Figure 5, the neural
network is trained for 400 rounds, and the improved network
needs to reach convergence in 350 rounds, while the improved
network can converge in 300 rounds, and the mean square
error is less than 0.2. When the neural network of branching
model is used for image segmentation, the mean square error
reaches less than 0.25 after 200 rounds of training. Compared
with the original model, the convergence speed is faster, the

number of iterations required is significantly reduced, and
the error reduction is faster.

Then the sentiment analysis model is trained, and the
neural network training results are shown in Figure 6. As
can be seen from Figure 6, the neural network is trained
for a total of 800 rounds, and the improved network needs
to reach convergence in 800 rounds before the improved
network converges in 700 rounds. The error function
decreases faster when the neural network with the attention
model is used to analyze the image emotion, indicating that
the attention model helps to learn the emotion expressed by
the image more quickly.

4.3. Comparison of Experimental Results. In order to compare
the advantages and disadvantages of the algorithms in this
paper, a traditional segmentation algorithm learning based
and three deep learning-based segmentation algorithms,
namely, the semiautomatic DIM segmentation algorithm
based on deep learning, the fully automatic LFM segmentation
algorithm, and the fully automatic MODNet segmentation
algorithm, are compared in the validation set in this paper.
The semiautomatic segmentation is a process in which auto-
matic segmentation is performed by manual checking and
editing of the segment boundaries. This type of segmentation
is done where segmentation of large databases need to be per-
formed for training comprehensive recognizers. MODNet is
used for subobjective consistency from a single input image
in real-time when subjected to variability pertinent to scene
change. It is designed using neural networks in association
with self-supervised strategy and one frame delay to smoothen
the portrait sequence. The LFM segmentation algorithm is an
LCD algorithm based on binary feature classification match-
ing between similar images using deep learning technique.
Table 2 shows the segmentation results of each of the five
methods.

As can be seen from Table 2, it can be found that the tra-
ditional segmentation algorithms based on learning based
are not clearly separated in details. This reason explains that
although the learning-based segmentation algorithm has
good segmentation results for the regions where the figure
clearly belongs to the background and clearly belongs to
the foreground, it still needs to rely on the algorithm to pre-
dict the unknown regions, so the performance of the hair
segmentation results for the unknown regions is not very
good; the semiautomatic segmentation method DIM based
on deep learning has good segmentation results for the
image, but the unknown region is not very good, which is
mainly because DIM lacks a large number of portrait dataset
training; fully automatic segmentation algorithms based on
deep learning, LFM and MODNet, have improved the seg-
mentation effect for the detailed part of the image, but the
segmentation effect of occasional details is not very good,
which shows that the problem of generalization of deep
learning still exists as a difficult problem to solve. In contrast,
the algorithm in this paper is more complete in the semantic
part of the image; firstly, the segmentation effect of the algo-
rithm in this paper is more complete for these images as a
whole, and secondly, the segmentation effect of the detail
part is more fine.

Table 2: Experimental results of image segmentation.

Model
Overall

segmentation
accuracy

Detail
segmentation
accuracy

Segmentation
correctness

Learning
based

78.53% 75.91% 82.64%

DIM 83.26% 76.38% 79.57%

LFM 87.28% 84.72% 85.32%

MODNet 90.64% 89.85% 86.73%

Ours 94.17% 92.36% 88.65%
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In order to further verify the effectiveness of the algo-
rithm, three commonly used image segmentation evaluation
metrics, namely accuracy rate, edge recall rate, and F1 value,
are also used for verification. The experimental results are
shown in Figure 7, from which it can be seen that the images
segmented by the algorithm in this paper are the highest in
all three metrics, thus objectively proving that the algorithm
in this paper is better than the other two algorithms in image
segmentation as a whole. A closer look at the value of edge
recall shows that the algorithm in this paper scores higher
than the other two algorithms, which is precisely the reason
why the algorithm in this paper combines VGG-16 convolu-
tional network, making the algorithm in this paper in abso-
lute advantage in contour segmentation.

The results of the image sentiment analysis comparison
experiments are shown in Table 3, and the comparison
methods are FCNN, AR+concatenation, and GMEI&LRMSI.
The GMEI&LRMSI technique highlights the fact that all
images in the dataset do not contain salient objects, and visual
sentiment analysis focuses only on local features. In case of
GMEI&LRMSI, global and local modules are implemented,
and the decision to use local module is taken on the basis of
object detection module. Table 3 reveals that the accuracy of
the experiments using AR+concatenation and GMEI&LRMSI
is higher than that of the methods using FCNN, which indi-

cates that it is easier to enter the local sentiment region than
just using the whole image to identify the emotion of an image,
and incorporating saliency targets to identify image emotion
accuracy will be higher. Our method improves the accuracy
by 2 to 5 percentage points compared with the GMEL&LRMSI
method, indicating that adding the target sentiment region to
the fused saliency target can further improve the image senti-
ment classification accuracy.

5. Conclusions

Today’s society has entered the information age, and the role
of graphic design language as a carrier of information trans-
mission is becoming more and more important in daily life,
both to achieve the purpose of information transmission and
to meet people’s aesthetic needs. The study of graphic design
language plays an important role in the improvement of
design level. This paper takes graphic design language as the
research object and studies the graphic design language from
the perspective of artificial intelligence. First, an image seg-
mentation algorithm is improved in the paper. The algorithm
uses two separate branching networks to learn the semantic
information and detail information of the image, respectively,
and the information of the feature maps learned by both are
aggregated together to realize an end-to-end segmentation
algorithm. Then, an image sentiment analysis method com-
bining saliency targets is proposed. The saliency target senti-
ment analysis model is constructed by segmenting images,
and the target sentiment analysis model is constructed by a
weighted supervised module, and finally the sentiment analy-
sis model of the saliency target in each region is fused to pre-
dict the sentiment polarity of images. The experimental results
show that the method proposed in this paper can improve the
segmentation accuracy of different parts of graphic design,
especially the detail segmentation accuracy; it also shows that
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Figure 7: Experimental results of segmentation quantization index.

Table 3: Experimental results of emotion analysis.

Model
Accuracy on different datasets

ArtPhoto Twitter I Flickr and Instagram

FCNN 73.82% 75.13% 79.76%

AR+ concatenation 76.35% 80.65% 82.49%

GMEL&LRMSI 75.64% 81.27% 85.32%

Ours 79.76% 84.61% 87.21%
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the image sentiment analysis method of fusing salient targets
can be used to identify graphic design languages. The pro-
posed model could be further implemented on medical image
dataset or healthcare dataset to justify its applicability in radio-
therapy planning for various diseases.

Data Availability

The datasets used during the current study are available
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Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

This work was supported by the Upgrading of Ningbo Smart
Parking Service and Management Platform: Research on
Image Analysis of Breast Histopathology Based on Deep
Learning Method (Project No. 2021hx061).

References

[1] M. C. Smith, “Culture is the limit: pushing the boundaries of
graphic design criticism and practice,” Visible language,
vol. 28, no. 4, pp. 297–315, 1994.

[2] S. Soylucicek, “Graphic design on educational computer
games,” Procedia-Social and Behavioral Sciences, vol. 46,
pp. 2083–2087, 2012.

[3] E. Lupton and J. A. Miller, “Deconstruction and graphic
design: history meets theory,” Visible language, vol. 28, no. 4,
pp. 345–365, 1994.

[4] G. Bonsiepe, “A step towards the reinvention of graphic
design,” Design Issues, vol. 10, no. 1, pp. 47–52, 1994.

[5] J. Du, C. Jiang, Z. Han, H. Zhang, S. Mumtaz, and Y. Ren,
“Contract mechanism and performance analysis for data
transaction in mobile social networks,” IEEE Transactions on
Network Science and Engineering, vol. 6, no. 2, pp. 103–115,
2019.

[6] R. Harland, “The dimensions of graphic design and its spheres
of influence,” Design Issues, vol. 27, no. 1, pp. 21–34, 2011.

[7] M. Sauthoff, “Walking the tightrope: comments on graphic
design in South Africa,” Design Issues, vol. 20, no. 2, pp. 34–
50, 2004.

[8] Z. Tian, “Dynamic visual communication image framing of
graphic design in a virtual reality environment,” IEEE Access,
vol. 8, pp. 211091–211103, 2020.

[9] O. Caydere, “Sustainable graphic design in educational envi-
ronments: sustainable graphic design,” International Journal
of Curriculum and Instruction, vol. 14, no. 1, pp. 719–727,
2022.

[10] D. L. Pham, C. Xu, and J. L. Prince, “A survey of current
methods in medical image segmentation,” Annual Review of
Biomedical Engineering, vol. 2, no. 1, pp. 315–337, 2000.

[11] A. Işın, C. Direkoğlu, and M. Şah, “Review of MRI-based brain
tumor image segmentation using deep learning methods,” Pro-
cedia Computer Science, vol. 102, pp. 317–324, 2016.

[12] M. Erdt, S. Steger, and G. Sakas, “Regmentation: a new view of
image segmentation and registration,” Journal of Radiation
Oncology Informatics, vol. 4, no. 1, pp. 1–23, 2012.

[13] S. A. Busari, K. M. S. Huq, S. Mumtaz et al., “Generalized
hybrid beamforming for vehicular connectivity using THz
massive MIMO,” IEEE Transactions on Vehicular Technology,
vol. 68, no. 9, pp. 8372–8383, 2019.

[14] F. J. Estrada and A. D. Jepson, “Benchmarking image segmen-
tation algorithms,” International Journal of Computer Vision,
vol. 85, no. 2, pp. 167–181, 2009.

[15] A. Yadav and D. K. Vishwakarma, “Sentiment analysis using
deep learning architectures: a review,” Artificial Intelligence
Review, vol. 53, no. 6, pp. 4335–4385, 2020.

[16] J. F. Sánchez-Rada and C. A. Iglesias, “Social context in senti-
ment analysis: formal definition, overview of current trends
and framework for comparison,” Information Fusion, vol. 52,
pp. 344–356, 2019.

[17] R. Kumar, H. S. Pannu, and A. K. Malhi, “Aspect-based senti-
ment analysis using deep networks and stochastic optimiza-
tion,” Neural Computing and Applications, vol. 32, no. 8,
pp. 3221–3235, 2020.

[18] S. Masubuchi, E. Watanabe, Y. Seo et al., “Deep-learning-
based image segmentation integrated with optical microscopy
for automatically searching for two-dimensional materials,”
npj 2D Materials and Applications, vol. 4, no. 1, pp. 1–9, 2020.

[19] J. Pei, Z. Yu, J. Li, M. A. Jan, and K. Lakshmanna, “TKAGFL: a
federated communication framework under data heterogene-
ity,” IEEE Transactions on Network Science and Engineering,
2022.

[20] S. Lin, B. Zheng, G. C. Alexandropoulos, M.Wen, F. Chen, and
S. Mumtaz, “Adaptive transmission for reconfigurable intelli-
gent surface-assisted OFDM wireless communications,” IEEE
Journal on Selected Areas in Communications, vol. 38, no. 11,
pp. 2653–2665, 2020.

[21] K. Lakshmanna, R. Kaluri, N. Gundluru et al., “A review on
deep learning techniques for IoT data,” Electronics, vol. 11,
no. 10, p. 1604, 2022.

[22] H. Huang, Q. Li, and D. Zhang, “Deep learning based image
recognition for crack and leakage defects of metro shield tun-
nel,” Tunnelling and Underground Space Technology, vol. 77,
pp. 166–176, 2018.

[23] N. Zhao, H. Gao, X. Wen, and H. Li, “Combination of convo-
lutional neural network and gated recurrent unit for aspect-
based sentiment analysis,” IEEE Access, vol. 9, pp. 15561–
15569, 2021.

[24] A. Hogenboom, B. Heerschop, F. Frasincar, U. Kaymak, and
F. de Jong, “Multi-lingual support for lexicon-based sentiment
analysis guided by semantics,” Decision Support Systems,
vol. 62, pp. 43–53, 2014.

10 Wireless Communications and Mobile Computing


	Exploration and Application of Graphic Design Language Based on Artificial Intelligence Visual Communication
	1. Introduction
	2. Related Works
	2.1. Current Status of Graphic Design Language Research
	2.2. Current Status of Image Segmentation Research
	2.3. Current Status of Image Sentiment Analysis Research

	3. Algorithm Design
	3.1. Deep Learning-Based Image Segmentation Algorithm
	3.2. Significance of Target Sentiment Analysis Algorithm

	4. Experimental Results
	4.1. Experimental Datasets
	4.2. Neural Network Training Results
	4.3. Comparison of Experimental Results

	5. Conclusions
	Data Availability
	Conflicts of Interest
	Acknowledgments

