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In order to fully implement systematic, continuous and effective supervision of financial institutions and promote the safe, steady, and efficient operation of China’s financial system, this research needs to develop a fully intelligent financial supervision information system, so as to take measures to effectively prevent and resolve financial risks. In this paper, based on ML (machine learning), an LSTM (long short-term memory) model with good comprehensive performance is built. This model is different from the existing scorecard model which relies on statistical learning. It not only further reduces the dependence on financial experts, but also has the ability of rapid iteration. The post-loan risk early warning model based on RF (random forest) algorithm is designed. The model parameters are optimized, which makes the risk early warning model have higher accuracy. The results show that when the data amount is 10,000 to 50,000, the accuracy of the model is relatively high when it is input into the model. When the amount of data is low, the overall throughput of the model is still very high. It shows that the pre-warning model of post-lending risk constructed in this paper has a strong risk prediction ability.

1. Introduction

With the great strides from digitalization to intellectualization in various fields of economy and society, the traditional risk management system does not adapt to the new mode of financial innovation and development, and the problem of financial risk management has become increasingly prominent. To further improve the quality and efficiency of financial supervision, not only must an independent financial regulator be established, but also set up advanced financial supervision information system and risk early warning system [1]. When conducting financial supervision, strengthening consultation and communication, establishing and improving the institutional framework of information sharing and coordination among various departments are of vital importance to maintaining financial stability. The essence of financial electronization and networking is a profound change of emerging information technology to traditional financial industry [2]. Information system has become an indispensable platform for strategic decision-making, management, and business operation of financial industry, and the financial industry is transforming from financial intermediary to financial information service industry to some extent.

Compared with developed countries, China’s financial supervision has a big gap in the basic work of financial supervision, such as the construction of supervision index system and supervision information system, which seriously affects the effective exertion of financial supervision functions and the improvement of supervision quality and efficiency [3, 4]. At present, financial data centralization has become a trend, and in order to cooperate with business centralization, supervision centralization is needed. However, apart from public information, financial regulators usually cannot observe the global financial network [5]. The development and design of off-site financial supervision system supported by Internet information technology not only effectively improves the efficiency of data collection and realizes the sharing of information and data among various departments, but also improves the efficiency of risk identification, which enables financial regulators to enhance the identification of financial risks and lays a solid foundation...
for further deepening financial services [6]. Literature [7, 8] found that many financial platforms are reluctant to make online loans because they do not have enough information about lenders and put forward that enough user credit data must be collected if online credit is implemented. Literature [9] found that online credit risk can be controlled, and all the above problems can be solved only by solving the information asymmetry between credit companies and credit users. In literature [10] from the analysis of the loan data of users on the credit platform, it is found that online credit is superior to traditional credit methods in cost control and the benefits it brings are higher than those of traditional credit business, so it is of practical significance to promote online credit. Literatures [11, 12] adopt linear support vector machine classifier, combine genetic algorithm and particle swarm optimization to select parameters, and use discriminant analysis to identify the bankruptcy grade of bank customers. The research shows that this method can better identify bankrupt customers than the original model. Literature [13] realizes parameter estimation and variable selection simultaneously by penalty method and proves that the network structure based on logical regression is better than other methods by Monte Carlo model. Literatures [14, 15] put forward an improved idea that only the wrong samples are artificially synthesized when dealing with unbalanced samples, which improves the problem of hyperplane deviation when classifying unbalanced samples by SVM(support vector machine), and applies the improvement to the case of credit risk assessment of customers of small loan companies, and its classification accuracy is higher than other algorithms.

With the development of ML (machine learning) technology, the traditional credit service model has been broken, and a risk model based on artificial intelligence and supplemented by big data has been gradually opened up. Based on the advantages of existing customers and data, Internet finance enterprises take the lead in opening the online credit model based on big data and ML [16]. This paper studies and realizes the off-site supervision system which is based on the characteristics of commercial banks and meets their supervision requirements. The system mainly realizes the functions of theme analysis, index analysis, data analysis, abnormal changes, etc. Especially for the index analysis function, it analyzes each index from the time dimension, organization dimension, and other dimensions so that commercial banks can timely grasp their own operating conditions from different angles, improve internal management, and improve risk monitoring level, which has a certain constructive significance for commercial banks.

The specific innovative achievements of this paper mainly include the following contents:

1. The risk management of banks should not only stay at the current level, but also need to find out the risks of banks in time and analyze the long-term risks of banks. In this paper, a financial supervision information system is established, which establishes a unified off-site supervision data center to provide data basis for risk analysis

2. The results of the supervision system are used to strengthen on-site inspection of institutions with deteriorating financial situation, the areas that need to be audited most in the identification process, and assign more experienced supervisors to financial institutions in trouble. In this section, the risk early warning model after loan is constructed by RF. In the data set, each region is divided into two regions by inputting recursive data in space, and the corresponding binary tree is constructed.

The paper is organized as follows: The first section introduces the research background and significance and then introduces the main work of this paper. The second section puts forward the concrete methods and implementation of this research. The third section verifies the superiority and feasibility of this research model. The fourth section is the summary of the full text.

2. Research Method

2.1. Construction Scheme of Financial Supervision Information System. In recent years, the head office of the People’s Bank of China and branches at all levels have developed several versions of financial supervision information systems with different characteristics and covering different business functions. These systems cover all major aspects and links of financial supervision such as institutional management, off-site supervision, and on-site inspection. Although a lot of work has been done and some achievements have been made in the construction of China’s banking financial supervision information system, there are still many obvious deficiencies and problems compared with the rapidly developing economic and financial situation and the standardized, scientific, and systematic requirements for financial supervision after China’s accession to the WTO. Perfect data collection system is the important foundation and main component of financial supervision information system, and also the prerequisite for effective supervision. To strengthen the networking of business systems between CBRC and the People’s Bank of China and the regulated departments, or direct data collection, every time a commercial bank innovates a new business, it is necessary to provide a regulatory interface for the regulatory authorities.

The risk management of banks cannot just stay at the current level. It is necessary not only to discover the bank risks in time, but also to analyze the long-term risks of banks and give early warning tips for bank risks. This is the purpose and significance of establishing off-site supervision system of commercial banks [17]. Off-site supervision system of commercial banks can analyze the risks faced by financial institutions and their branches and determine the possibility of risk assessment degradation and provide reference for decision makers of financial institutions and can make decisions to resolve risks and ensure the normal and stable operation of financial institutions.

The application service platform of off-site supervision system of commercial banks interacts with the working platform of financial institutions through the application server.
and communicates with massive report data through the database server. This system is a huge and complex system, and it takes considerable manpower and material resources to realize it. The author of this paper is involved in it and is mainly responsible for developing more complex index analysis functions. The functional architecture diagram of the system is shown in Figure 1. We have reviewed the relevant works and sorted out the contributions and limitations of these studies (see Table 1 for details).

Thus, this system establishes a unified off-site supervision data center, which provides data basis for risk analysis. Secondly, learn from advanced regulatory analysis concepts and technologies, establish a data analysis platform, and assist business departments to conduct online analysis through business data, so as to achieve the purpose of effective supervision, risk prevention, and decision-making. Finally, on the basis of synchronizing the data of the Head Office, analyze the submitted data with its own analysis method.

Because financial institutions are involved in massive submitted data, and the data loaded into the system are mainly analyzed and compared with various purposes and angles, the data flow direction of the system is relatively simple; that is, after being loaded into the system, it flows into each module of the system for comparative analysis, and the corresponding results are obtained for users to view. The system can define the data source and calculation rules of normative analytical indicators according to the agreed indicator formula, and the calculation results are stored on schedule [18, 19]. Indicator calculation under multi-version basic reports is supported. Formulas under applicable versions can be obtained according to the number of periods of statistical analysis, and the historical continuity of the same indicator across versions can be maintained.

Some functions of data analysis are similar to those of index analysis, except that the index analysis is a comparative analysis of each index calculated according to the data submitted to the report, while data analysis is a comparison of individual cells of the report in different periods. The data analysis module includes two sub-functions-homogeneous analysis and time series analysis, and the general process is similar to that of index analysis, so I will not repeat them here.

In this study, the latest ML-based financial supervision information system is proposed. Through the data collected by regulators and the data stored by financial institutions, available and valuable information can be mined, which can provide information processing methods for the financial supervision structure to keep abreast of market trends, formulate appropriate supervision policies and improve the market supervision system. The overall construction scheme of financial supervision information system is shown in Figure 2. The whole system consists of data collection layer, system database layer and system function layer.

The data collection layer is mainly responsible for data collection, and its main functions include the following: financial information entry system; regulatory agency interaction platform, through which all regulatory agencies can share information; and the information audit layer audits the format of the input data. The system database layer stores the data obtained from different channels in the database according to the regulatory tasks required by key regulatory indicators.

The function layer mainly realizes the ability of statistical analysis and data mining: It completes the statistical analysis of routine data in the process of financial supervision, generates various statistical reports, and calculates various risk exposures through the built model [20]. On the basis of classical data mining algorithms such as association rules, sequence patterns, Markov chains, and genetic algorithms, this paper puts forward mining algorithms suitable for financial supervision and can also make full use of the current mature data warehouse technology to deeply mine and utilize these information.

2.2. Design of Financial Risk Control Model. The development of modern information technology not only reduces the cost of financial supervision and improves the efficiency of supervision, but also increases the complexity of supervision. Data warehouse, OLAP, and data mining technologies can help financial supervision departments to adapt to this changing trend. By analyzing the data integrated in the data warehouse, the information related to supervision can be obtained, which can help to establish the supervision system more quickly and perfectly, thus scientifically and effectively identifying, measuring, monitoring, and controlling risks.

At present, the regulatory agencies require banks to implement the reporting system; that is, the reports of monthly, quarterly, and annual reports reflect the information at a certain point in time, rather than real-time data. Moreover, due to the imperfect self-restraint and incentive mechanism of commercial banks, the authenticity of the report information can hardly be guaranteed. Therefore, regulators should actively carry out spot checks on real-time information of banks while requiring banks to submit statements regularly, which can not only strengthen supervision and ensure the accuracy of information, but also obtain real-time information and more effectively assist regulators to supervise effectively.
Financial information collection is between the financial business department and the financial supervision department. It can be independent to form a separate organization, which is responsible for providing financial information. Because the organization is independent, detached, and neutral, and there is no conflict of interest with the financial business department and financial supervision department, the accuracy of financial information can be guaranteed to the greatest extent [21]. Therefore, financial regulators must further artificially analyze and evaluate the financial supervision report generated by the technology-driven financial supervision system according to the ideas, values, principles and even policy choices behind the financial supervision rules, which constitutes the complementarity between artificial principle supervision and technical rule supervision.

This paper establishes a model with one input layer, three hidden layers, and one output layer [22]. Next, taking the model with only one hidden layer as an example, the algorithm flow of LSTM (long short-term memory) model is described in detail. The model is shown in Figure 3.

Each LSTM layer contains three parts: forgetting gate, input gate, and output gate. The goal of LSTM is to control the transmission of information through these three control gates, so as to solve the possible gradient disappearance phenomenon in neural network. Its activation function also uses sigmoid, which actually determines the retention degree of long-term memory flow. Finally, the output gate reads the output content of the forgetting gate and uses sigmoid...
function to control the output content. Its actual effect is to determine the degree of memory flow in a short time.

The input value of the input gate consists of two parts: the weighted sum of the input vector and the weighted sum of the state value at the last moment of the hidden layer. Formula (1) is shown as follows:

\[ x_t^f = \sum_{i=1}^{H} w_{ip} x_t^i + \sum_{h=1}^{H} w_{hp} y_{h-1}^f. \]  \hspace{1cm} (1)

The output of the input gate is the calculation result of the function:

\[ y_t^f = f(x_t^f). \]  \hspace{1cm} (2)

The state value fed back to the input gate by the hidden layer memory unit is

\[ s_t^c = s_t^c + y_t^f g(x_t^c). \]  \hspace{1cm} (3)

The output formula of the forgetting gate is shown

\[ y_t^f = f(x_t^c). \]  \hspace{1cm} (4)

The output result of the hidden layer memory cell is

\[ y_t^c = y_t^c h(s_t^c). \]  \hspace{1cm} (5)

Next, let us look at the back propagation. The purpose of back propagation is to adjust the weight of the model through the existing calculated errors so that the model can iterate in a good direction.

The used user credit data set includes the user’s collection data, the user’s credit score data, other credit data, overdue data, etc. By collecting these credit user information, the corresponding repayment rate model is established. Through the input data, in the study, the model can be trained, and then the weights of each connection point can be obtained. That is to say, when determining the learning rate, the LSTM model will adjust the weight according to the prediction error until the maximum number of iterations is reached [23]. Finally, the activation function used in this paper is Sigmoid commonly used in LSTM network, the error function is the mean square error function, and the optimization function is Adam optimization function which has the best effect at present. The hidden layer is set to 3 layers, and the number of hidden layer nodes is 64, 32, and 16 in turn. Batch number is 100, and iteration number is set to 1000.

When the batch number is 100, the loss value reaches a relatively low value, and the loss reaches a minimum value when the number of iterations is about 17 times. After all the four models are trained, the final values of loss, AUC, and KS are shown in Figure 4.

It can be seen from Figure 4 that different batch processing speeds have little effect on AUC and KS values and smaller batch processing numbers have better calculation speed. To sum up, the batch number selected in this paper is 100 times.

Construction of Financial Risk Early Warning Model

In recent years, with the vigorous development of ML-related technologies, many business giants have created their own online financial products and service models by using related technologies. With the advent of the artificial intelligence era, credit business has gradually become one of the core businesses of banks and new Internet banks. Online lending not only meets the needs of users, but also breaks the complicated manual investigation and approval mode of traditional credit process.
Post-loan risk is the last barrier in the whole life of loan. The research goal is to better help credit companies manage the post-loan repayment funds by analyzing the factors that affect the post-loan repayment rate; identify the risks of credit users and calculate the repayment rate; and give an early warning to users who may have risks, so as to facilitate later collection. In the past two decades, various supervision systems have been developed, but their purpose is generally the same—to identify financial problems in financial institutions—so as to establish standards for limited inspections and other supervision means. The output of the supervision system is used to strengthen the on-site inspection of institutions whose financial situation deteriorates; identify the areas that need to be reviewed most in the inspection process; and assign more experienced supervisors to financial institutions in trouble.

Before studying the post-loan repayment and overdue situation, this paper briefly expounds the relationship between the types of overdue users and risk levels. Users’ overdue risk levels after lending can be divided into four categories [24]. The first category is mild overdue, which refers to users with strong repayment ability and willingness. The second category is moderate and slight overdue, which refers to the willingness to repay, but its repayment ability is insufficient, and the risk of default is moderately low. The third category is medium overdue, which means that users have repayment ability without repayment willingness, and the risk of default is medium. The fourth category is serious overdue, which means that users have no willingness to repay, and their repayment ability has basically been lost.

In order to facilitate the performance measurement of the model, the data set should be divided before the feature engineering of the sample data. Divide the credit user data according to the ratio of 6:4. The training set is used for model building, and the test set is used for model testing and performance measurement.

This section uses RF (random forest) to build the risk early warning model after lending. In the data set, each region is divided into two regions by inputting spatially recursive data, and the corresponding binary tree is constructed. Select segmentation point $s$ and segmentation variable $k$, and solve through the optimal segmentation point:

$$\min_{k,s} \left[ \sum_{x_i \in R_1(k,s)} (y_i - c_1)^2 + \sum_{x_i \in R_2(k,s)} (y_i - c_2)^2 \right].$$  

 Traverse the segmentation variable $k$ to find the segmentation point, so as to minimize the objective function.

There are several important parameters in RF model, which are leaf nodes, minimum number of samples, number of trees, maximum depth of trees, maximum number of features, and minimum number of samples divided by internal nodes of trees. The parameter adjustment basis is used to measure whether the parameter values selected by the above grid search method are good or bad. The mean square error is selected as the parameter adjustment basis. The mean square error (MSE) is a simple way to measure “mean error.” The formula of average error is

$$\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (f(x_i) - y_i)^2.$$  

According to the above formula, the essence of mean square error is another manifestation of mean error, and mean error is the superposition of all error values as follows:

$$D(X) = \frac{1}{n} \sum_{i=1}^{n} (x_i - \bar{x})^2.$$  

According to the above formula, the average error describes the average of the sum of squares of $x_i, \bar{x}$ difference.

On the one hand, the increasing data mining ability of ML has seriously damaged the privacy protection of consumers, and the phenomenon of personal information disclosure is common. On the other hand, consumers should improve their understanding of risk management-related businesses. With the active innovation of new financial products and services, consumers should know the relevant risk points in time and improve their risk identification and prevention ability.

Relevant financial institutions should provide consumers with real-time information and continuous education, improve the transparency of business processes, be responsible for the authenticity and security of financial products, and guide and help consumers to understand risk factors and correctly report security issues.

3. Results Analysis and Discussion

One of the main responsibilities of the banking supervision institution is to minimize the losses caused by the failure of the banking operation. In order to fulfill this responsibility, the banking supervision institution evaluates the financial and operating conditions of the bank and takes prompt measures to correct the problems after discovering them. In the process of evaluating banks, the supervisory authorities use the combination of on-site supervision and off-site supervision system. At the same time of on-site inspection, supervisors use computer-based supervision system to supervise financial institutions off-site. These regulatory systems generally analyze the financial information submitted to regulators by various financial institutions every quarter.

In this paper, the time span method commonly used in the financial field is adopted to divide the data set. The data spanning half a year is divided into training set, verification set, and test set according to the month, and then the data set is used for modeling. The 50% cross-validation method is used to reduce the randomness of the algorithm and make the detection result more stable. After all the models are trained, the comparison results are shown in Figure 5.
According to the analysis in Figure 5, as a simple classifier, logistic regression is more popular than RF, SVM, BP neural network, etc., and it is proved that the more effective classification algorithm is less effective in research. Then, XGBoost has the highest F value, while LSTM model has higher AUC and KS indexes. Compared with the two models, LSTM model is better than XGBoost model currently used in production environment.

To sum up, this paper adopts LSTM model as the classification model of financial risk control pre-loan approval.

In this case, if the demand is not clear, whether the built data warehouse can meet the demand and can be applied often has to wait until the upper application and management information system is established before it can be discovered. The data warehouse whose requirements are not clear will be accepted, but it cannot be further utilized. This may be that the data warehouse is only suitable for one application mode and does not support other application modes.

According to the analysis in Figure 5, as a simple classifier, logistic regression is more popular than RF, SVM, BP neural network, etc., and it is proved that the more effective classification algorithm is less effective in research. Then, XGBoost has the highest F value, while LSTM model has higher AUC and KS indexes. Compared with the two models, LSTM model is better than XGBoost model currently used in production environment.

To sum up, this paper adopts LSTM model as the classification model of financial risk control pre-loan approval.

In this case, if the demand is not clear, whether the built data warehouse can meet the demand and can be applied often has to wait until the upper application and management information system is established before it can be discovered. The data warehouse whose requirements are not clear will be accepted, but it cannot be further utilized. This may be that the data warehouse is only suitable for one application mode and does not support other application modes.

In order to further verify the effectiveness of LSTM as a classification model, the P-R diagram and ROC diagram are drawn for reference, as shown in Figures 6 and 7.

From the P-R diagram, it can be seen that all the models except the logistic regression model perform well and the RF algorithm performs even better. However, from the ROC diagram, it can be seen that LSTM has the largest area under the ROC curve, which shows that LSTM model has a better classification effect. Therefore, the LSTM model in this paper
has the best comprehensive effect and is suitable for use in production environment.

Based on the above theory, the data set can be constructed according to the model algorithm mentioned above. For the training set imported into the corresponding RF library, the model is built with RF default parameters, and the risk predictability of the model is 0.88. The test set selects the following five key variables as shown in Table 2.

In order to better describe the predictive ability of the model, the ROC curve of the post-loan model can be drawn to describe its predictive ability to the post-loan training set data. The ROC curve of post-loan model is shown in Figure 8.

According to the above ROC curve, the prediction ability of the model in the test set can be obtained. The post-loan risk early warning model constructed in this paper has strong risk prediction ability.

The design of the system is based on the idea of software engineering, so the coupling between the whole system modules is very low, and even a model can be run independently. In order to verify the performance of the financial risk control early warning model, it is necessary to test the key modules. This section tests the crawler module from the aspects of web page importance and multithreading. Figure 9 shows the performance results of the crawler tested separately by changing the number of threads.

As can be seen from Figure 9, the performance of crawler has greatly improved under multithreading. The crawler module has the effect of quick response, and at the same time, it has the characteristics of low proportion of processor and memory.

In the early stage of data warehouse system project startup, managers at all levels need to be fully trained. First, they can strengthen the awareness of management change and technological innovation, make them have a comprehensive understanding of enterprise informatization, and fully understand and prepare for the problems that are easy or possible to encounter in the project process. In fact, the process of investigation is a process of communicating with users and reaching an agreement on ideas, a process of exchanging the experience of consulting companies and enterprises, and a process of diagnosing users and evaluating the original management methods.
The test of the model mainly tests the accuracy of the model under large samples. This section tests the credit risk control early warning system based on logistic regression algorithm. Considering the performance of the whole credit control model, use spark to read files from the cache module, process and analyze the read data, and then access the processed data into the model. The test results of the model are shown in Figure 10.

According to the figure above, it can be seen that when the amount of data is 10,000 to 50,000, the accuracy of the model is relatively high when it is input into the model. When the amount of data is relatively low, the overall throughput of the model is still very high. When the data set reaches 100,000, the processing time delay of the model is longer, and the accuracy of the model also decreases. Due to the limitation of the experimental environment, there will be a certain time delay when the cluster transmits and processes the data set. Because the real-time requirement of this system is not very high, it can run the system with a certain time delay.

4. Conclusion

In the face of the rapidly developing financial industry, the methods and means of financial supervision in China are already at an obvious disadvantage, and the regulatory authorities are already in a rather awkward position. In order to change this situation, the financial supervision information system should be built on the basis of the overall plan of the information system of the People’s Bank of China. Applying artificial intelligence and knowledge engineering technology to the financial supervision information system can greatly improve the processing capacity and flexibility of the system, enable the system to adapt to the ever-changing economic and financial environment, and improve the financial supervision level of China’s central bank. After deeply understanding the characteristics of ML, a financial risk control model based on LSTM is established. Compared with the traditional ML model Xgboost, the final effect of LSTM model proposed in this paper has higher AUC and KS indexes, and the actual cost of adjusting parameters is shorter, and the model update iteration is more convenient, which is suitable for use in production environment. This paper studies the application of RF in post-loan credit early warning model and adjusts its parameters to make the model achieve the optimal effect. Finally, the accuracy of predicting post-loan risk through the model is about 90%.

Analyze different data sources submitted by users in multiple dimensions. The users can use images and words as the input of the model and can use deep learning related technologies for analysis. Therefore, a cross-dimensional and multi-angle credit risk control early warning model can be constructed.
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