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With the recovery of the tourism industry and the development of the field of artificial intelligence, the application of intelligent
neural network technology to management systems for safety risk assessment is the choice of the times and an urgent real need for
relevant practitioners. In this study, the BP neural network algorithm is used as a tool for safety evaluation of the tourism
management system. The three-layer structure of the BP neural network and the role of nodes in it are introduced, the weight
values and thresholds of nodes in each of the three layers are calculated, and the particle swarm algorithm is added to optimize
the model. In the practical stage, the tourism data of a place in Switzerland was selected as the training data. After 12,859
iterations, the model achieved the best calibration error of 0.126. After 300 iterations of learning, the BP algorithm optimized
with the PSO algorithm has a faster convergence rate, which indicates that the performance of the optimized algorithm has
improved significantly and has the global search capability that was not available before, which significantly outperforms the
FastText and LSTM models. With the increase in the number of samples of tourism data, macroaccuracy always remains
above 80%, so it proves that the optimization algorithm used in this study is an effective and reliable model.

1. Introduction

Inspired by the activity of human consciousness, scientists in
the field of artificial intelligence have invented artificial neu-
ral networks, which are the most basic roots of artificial
intelligence, the modern technological building of mankind
[1]. Human consciousness is the product of constant trans-
mission of information transmitters between neurons in its
own physiological structure, and only by constant transmis-
sion and circulation can it think continuously. And humans
constantly adjust and update the connection weights
between neurons in order to perform better and faster think-
ing activities [2]. Human consciousness is nonlinear and
generates new signals with increasing knowledge and experi-
ence, and these new signals cause new stimuli to the neural
synapses, which in turn generate new thoughts [3]. Artificial
neural networks operate on the same principles as the
human mind activity, where data is passed, processed, han-
dled, and distributed at various nodes. Like human con-
sciousness, it adjusts to changes depending on the input

signals and has the same adaptive and autonomous learning
capabilities as humans [4]. Neural network nodes in com-
puter technology are as important as human neurons, and
the number of nodes and the way they are connected deter-
mine what kind of nonlinear mapping capabilities they have
[5]. Human neurons are composed of cell bodies, nuclei,
dendrites, axons, cell junctions, Schwann cells, and synapses,
which also look quite complex. The neural network was first
proposed by a medical person. Dendrites are used to receive
incoming information. Axons transmit information through
the nucleus, or the nucleus correspondingly generates a sig-
nal to the axons. Axons are used as outputs to connect with
the dendrites of other neurons. Therefore, the links of den-
drites → axons → dendrites → axons constitute a huge
human neural network system. BP (back-propagation) neu-
ral networks are the first and currently more developed arti-
ficial intelligence network technology, which uses error
back-propagation to train data [6].

With the rapid development of the domestic economy
and the change of national consumption habits with the

Hindawi
Wireless Communications and Mobile Computing
Volume 2023, Article ID 2968129, 8 pages
https://doi.org/10.1155/2023/2968129

https://orcid.org/0000-0001-8748-8405
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/2968129


reform and opening up, tourism has blossomed throughout
the country, and travel has become the first choice for many
citizens’ holiday projects. After years of being affected by the
epidemic, we have entered the postepidemic era, and tour-
ism is gradually recovering [7]. With the continuous devel-
opment of Internet technology, tourism practitioners have
changed their original management. The tourism-related
information is managed through the tourism management
system. However, while the network brings convenience to
users, it will also bring certain risks to the security of the
tourism management system. Therefore, it is of great signif-
icance to adopt a certain method to evaluate the security risk
of the tourism management system. In recent years, a variety
of neural networks have arisen and developed like a mush-
room, but they have not yet been applied on a large scale
in the field of tourism management. It has the advantages
of nonlinear mapping and parallel processing, and through
its own network structure, it learns the multidimensional
and complex features of tourism safety data and automati-
cally adjusts the large number of internal connection weights
to fit the data features as much as possible. The self-organi-
zation, self-learning, super memory, and high fault tolerance
of neural networks are suitable for dealing with the current
multidimensional and high noise nonlinear data like safety
evaluation data. As one of the pillar industries in many
countries, tourism drives the local economic development
at the same time also reveals many problems in manage-
ment. First is the lack of relatively strict market regulation.
Many travel agencies have emerged to take advantage of
market loopholes and operate illegally without travel agency
qualifications. For example, as a mass organization, the tour-
ism association is directly under the leadership of the gov-
ernment and lacks the corresponding guidance and
regulatory role. In view of different regions’ different empha-
ses on tourism, the settings of tourism associations in differ-
ent regions are also different. The tourism associations in
some regions are not perfect and lack corresponding man-
agement personnel. Their work is lax, and they cannot effec-
tively supervise, manage, and coordinate the development of
tourism. Second is the lack of a set of uniform norms for the
safety evaluation of travel agencies and tourists. All major
travel agencies and online travel websites use their own eval-
uation standards, making it impossible for safety-related
information to be fluently exchanged and transmitted.
Third, the credit indicator system for tourists is not perfect.
The quality of tourists can only rely on individual self-con-
sciousness, and the evaluation is too broad to do a credit
assessment combined with a comprehensive evaluation of a
particular person [8–10]. In conclusion, an effective security
risk evaluation scheme for tourism management systems is
needed to cope with the increasing number of tourists and
the needs of travel agencies. The nonlinear mapping charac-
teristics of neural networks are well suited for the safety risk
assessment of management systems, because safety or not is
an abstract concept that requires many relevant environ-
mental and human factors to be characterized. Therefore,
this study selects the BP neural network as technical support
and uses desensitized open-source security database as the
training material for the neural network [11]. And it is opti-

mized and upgraded using the particle swarm optimization
(PSO) algorithm to obtain the PSO-BP neural network algo-
rithm with fast convergence, few parameters, and simple and
easy implementation [12]. The safety impact factors of the
training data are stored in the network nodes, and after
thousands of cycles of computation, a model that can quali-
tatively and quantitatively evaluate the safety evaluation of
tourism management systems is finally constructed. This
model makes full use of the special capabilities of neural net-
works for nonlinear mapping, which can help those involved
in the tourism industry to counteract potential as well as
formed security risks and reduce the consumption of human
resources [13]. Such a system using efficient computer algo-
rithms for safety evaluation can automate the process and is
a new direction and a general trend in tourism management.

2. BP Neural Network and PSO Algorithm

2.1. Overview of BP Algorithm. Artificial neural network
(ANN) systems appeared after the 1940s. It is connected
by many adjustable connection weights of neurons. It has
the characteristics of large-scale parallel processing, distrib-
uted information storage, good self-organization, and self-
learning ability and is more and more widely used in the
fields of information processing, pattern recognition, intelli-
gent control, and system modeling. The BP neural network
contains two processes of forward propagation of the correct
signal and backward propagation of the error signal. It can
be trained several times using the backward propagation of
the error in it and is a typical multilayer prefeedback net-
work [14]. There is a gradient search technique in BP neural
to find the minimum error mean square difference between
the desired and actual output values using gradient descent
to reach the optimal solution. To accomplish the above-
described function, it is structured as shown in Figure 1.

It can be seen that it consists of three parts: input layer,
implicit layer, and output layer. When the amount of data
to be outputted is determined, the number of nodes in the
input layer is also fixed. The implicit layer, which is in the
middle, needs to be determined by actual experimental oper-
ation. The number of nodes in the output layer can be deter-
mined only after the implicit layer is determined and the
results are calculated [15]. Once the number of nodes in all
three layers is determined, the data can be trained, and the
training process is the mapping of the output data to the
input data after a number of nodes. When the actual output
value is obtained for the first time, the error is compared
with the desired output value [16]. When the error is large,
the nodes in the neural network are spontaneously adjusted
and changed after direction propagation, and the actual out-
put value is calculated again for the second time. After this
cycle of uncertainty until the mean square difference
between the actual and desired output values is within an
acceptable range, this is the training process that takes
advantage of the adaptive nature of the neural network. This
adaptive nature is the greatest advantage of BP neural net-
works compared to other methods and is one of the impor-
tant objects of this study, relying on this feature to achieve
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error minimization and obtain scientifically valid results of
management system safety evaluation [17–21].

2.2. Specific Implementation of the Standard BP Algorithm.
The BP neural network is a linear two-classifier whose main
dominant intervals are recognizing high latitude models
and solving small sample data and linear classification.
Among them, having the largest interval in the feature
space is the most important feature that distinguishes it
from other perceptual machines. Although its classifier is
linear, it can also be used as a nonlinear classifier because
it includes kernel tricks. Its essence is to find the optimal
solution of convex quadratic programming and to be able
to accurately partition the training dataset [22]. Solving
the optimal solution of the convex quadratic programming
is described geometrically by finding the separating hyper-
plane with the largest geometric interval. It can also be
represented by the following Figure 2.

For the BP network to have predictive and associative
memory capabilities, the weight values of the implicit layer
and the weight values of the implicit layer to the output
layer need to be output in advance. Then, the threshold
value of the implicit layer can be calculated using the
following equation.

Hj = f 〠
n

i=1
wijxi − aj

 !
, ð1Þ

where wij is the initially set weight value, f ðxÞ is the exci-
tation function in the algorithm, and the a obtained by it
is the requested threshold value of the hidden layer, and
the next step is to calculate the threshold value of the out-
put layer.

Mk =〠
j=1
Hjwjk − bk: ð2Þ

By using the threshold value a obtained from equation
(1), not only the threshold value b of the output layer can
be found but also the specific value of the output data M
can be calculated. Combined with the expected output
value Y , the difference between them is the prediction
error, which is calculated using the following equation.

ek = Yk −Mk: ð3Þ

After getting the error value e, it will be found that its value
is not within a reasonable range, so back-propagation is
performed to correct the weight value and the threshold value,
which will use the following formulas.

wij′ =wij + ηHj 1 −Hj

À Á
x ið Þ〠wjkek, ð4Þ

yjk′ =wjk + ηHjek, ð5Þ

aj′= aj + ηHj 1 −Hj

À Á
〠wjkek, ð6Þ

bk′ = bk + ek: ð7Þ

Equations ((4)), ((5)), and ((6)) used in η are the learning
rates of the network algorithm; based on the premise that does
not lead to system oscillation, the greater the learning rate, the
faster the computation speed. Therefore, in the actual opera-
tion, it is necessary to select the best possible learning rate.
After this cycle, the error is again judged to be in the acceptable
range, and if not, the above steps are repeated with the new
results.

The next step is to optimize the formula using deriva-
tives. First, let the number of nodes in the input layer be n,
the number of nodes in the hidden layer be l, and the num-
ber of nodes in the output layer be m. According to the rela-
tionship between the implicit layer and the output layer, we
can know that the number of nodes in the implicit layer is in
accordance with the following relationship: l = 2n + 1.
Therefore, the value of the input of the i node in the implicit
layer is calculated.

net j = 〠
n

i=1
wijxi + ∂j: ð8Þ
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Figure 1: Basic structure of back-propagation neural network.
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Figure 2: Schematic diagram of separating hyperplanes for back-
propagation neural networks.
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The corresponding implicit layer output then has the
value

Hj = φ netj
À Á

= φ 〠
n

i=1
wijxi + ∂j

 !
: ð9Þ

Passing to the output layer corresponds to the k node,
and continuing to use the formula, we get

netk = 〠
l

j=1
wjkHj + βk = 〠

l

j=1
wjkφ 〠

n

i=1
wijxi + ∂j

 !
+ βk: ð10Þ

In the process of feedback, the samples at each level
follow the criterion function.

Ep =
1
2〠

m

k=1
Tk −Okð Þ2: ð11Þ

The total variance criterion function for the sample is

E = 1
2〠

p

p=1
〠
m

k=1
Tk

p −Ok
pð Þ2: ð12Þ

The weight value of the forward propagation from the
input layer to the implicit layer can then be expressed as

Δwij = −η
∂E

∂netk
= −η

∂E
∂netj

∂net j
∂wij

= −η
∂E
∂Hj

∂Hj

∂netj
∂netj
∂wij

:

ð13Þ

The corresponding forward propagation threshold
equation is

Δaj = −η
∂E
∂aj

= −η
∂E
∂Oj

∂Oj

∂net j
∂netj
∂aj

: ð14Þ

Similarly, the weight values and thresholds from the
implicit layer to the output layer are expressed as

Δβk = −η
∂E
∂βk

= −η
∂E
∂Ok

∂Ok

∂netk
∂netk
∂βk

: ð15Þ

From all the formulas above, it can be seen that the
three-layer structure of the BP neural network is interrelated
and influences each other, while the nodes in the same layer
have no connection relationship.

2.3. BP Algorithm Correct Rate Validation. The number of
nodes is chosen from 1000 to 8000 because the number of
nodes is not too small to fully exploit the capability of the
algorithm, and too many nodes are not too large to burden
the server running the data. The three layers were learned
by node transfer using the BP neural network and reinforced
architecture neural network, and the correct rate was
obtained; then, the BP neural network was optimized using

PSO algorithm, and the third set of the correct rate was
mixed. The average correct rate of each method is calculated
every 12 times randomly by following this method 42 times,
and the results are shown in Figure 3.

As can be seen in Figure 3, the average correct rate
obtained by performing multiple calculations is closer to
the average correct rate of both the BP and Rf algorithms
twice, indicating that the data has some reliability. If there
is a large difference between the two calculations, it would
indicate that a fundamental error has occurred and the code
needs to be found and reworked to solve the problem. The
average correct rate of the optimized neural network using
the PSO algorithm is higher than the correct rates of both
of the previous two, indicating that the hybrid algorithm
model used in this study is scientifically valid and can be
processed and calculated using real data.

3. Practical Application to Tourism
Management Systems

3.1. Performance Testing of Neural Network Hybrid Models.
In this study, the tourism management system of a location
in Switzerland, a developed country in tourism, was chosen
as the subject of the experiment. This database was first ini-
tialized using a text tool to eliminate indicators with a small
impact on the security assessment. As a result, 10,000 sam-
ples remain in the initial database, of which 7,000 samples
with good security assessment are set as positive samples,
2,000 samples with threatening security assessment are set
as negative samples, and the remaining 1,000 samples are
unknown samples or samples to be tested, which will be used
for the actual validation.

Simulation experiments are used to test the performance
of the PSO-BP neural network algorithm. Using the data
from the tourism management system of a Swiss location
mentioned in the previous paragraph as a training set, the
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Figure 3: Comparison histogram of the accuracy rate of the
classification results of the single algorithm and the hybrid
algorithm.
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algorithm model is made to perform optimally by an unlim-
ited number of iterations. Finally, the best calibration error is
obtained, and the smaller this value is, the better the perfor-
mance of the model. The experimental results of the perfor-
mance test in this study are shown in the following Figure 4.

In the results above, the blue curve is the error curve of
the system training, the green curve represents the calibra-
tion error, and the red curve is the test error. The dotted line
in the figure is the baseline, black is the best error target level
baseline, and yellow represents the minimum error level
baseline. After 12,859 iterations, the best calibration error
achieved by the model is 0.126, and it can be seen that the
curves in the figure are all smooth, so every point on the
curve is derivable. Although there is still some gap between
the performance of the model and the ideal minimum error
line, it has reached the target baseline. And it should be
stated that the rational minimum error value is an optimal
ideal value that can be reached in theory, while it is impossi-
ble to be reached in practice because of the imperfection of
the database, the limit of computer arithmetic power, and
the upper limit of the algorithm itself, etc. It can only con-
verge to this value infinitely. Therefore, it shows that the per-
formance of the PSO-BP neural network model established
in this study meets the expectations.

3.2. Comparison Test before and after PSO Algorithm
Optimization. The BP neural network algorithm optimized
by the PSO algorithm, i.e., the particle swarm algorithm, will
have the advantages of compactness and efficiency. Particle
swarm optimization (PSO) simulates the clustering behav-
iour of insects, herds, birds, and fish. These groups search
for food in a cooperative way. Each member of the group
constantly changes its search mode by learning its own expe-
rience and the experience of other members. Two test func-

tions are used to test the algorithm before and after
optimization to verify whether the optimization of the PSO
algorithm is effective. As the number of neural network
learning increases, the adaptability of the two algorithms
before and after optimization to the test functions is
observed, and the convergence of the corresponding algo-
rithms is then analyzed Figure 5.

The test functions used in the above figure are the Schaf-
fer function and Rosenbrock function, whose horizontal
coordinates are the number of iterations and vertical coordi-
nates are the corresponding fitness function values after each
iteration, and the smaller the value of the vertical coordi-
nates indicates the better performance of the algorithm.
Because of the mathematical properties of the test function
itself, the plotted curve must be monotonically decreasing.
With nonstop machine learning, particles with better propa-
gation performance will emerge, and using them as new
node information propagation media will improve the qual-
ity and efficiency of the algorithm. The above figure clearly
shows that after 300 iterations of learning, the BP algorithm
optimized by the PSO algorithm has a faster convergence
speed and a global search capability that was not available
before. Moreover, the results of the unoptimized BP algo-
rithm have larger errors and show the phenomenon of local
prematureness. That is, after reaching only the local optimal
solution in the figure, it no longer converges and the error
will not be further reduced. This phenomenon does not
occur after 300 iterations of optimization, which indicates
that the performance of the optimized algorithm is substan-
tially improved.

The performance of the hybrid PSO-BP neural network
algorithm model is compared with that of the baseline, and
the output results of the hybrid algorithm model are ana-
lyzed for the influencing factors. The performance of the
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Figure 4: Neural network algorithm model performance test results.
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hybrid model was also evaluated using two classical metrics,
accuracy and recall. Aiming at the problem that the BP algo-
rithm is sensitive to the initial weight and threshold of the
network and is easy to fall into local minima, the PSO algo-
rithm is used to optimize the distribution of the initial
weight and threshold of the BP neural network, and a good
initial solution of the weight and threshold is obtained. For
its efficiency in security assessment of the tourism manage-
ment system, FastText and LSTM were selected for the study
to perform comparative tests (Figure 6).

Figure 7 shows that the hybrid PSO-BP neural network
algorithm model significantly outperforms the FastText
and LSTM models in terms of accuracy and recall perfor-
mance on the tourism management dataset of a Swiss loca-
tion. Its accuracy in the final result obtained was 97.3%,
while the FastText and LSTM algorithms could only reach
63.7% and 78.5% accuracies, respectively, when processing
the same data, which obviously could not be accurately eval-
uated for safety. The optimized algorithm also showed sim-
ilarly better data than the two compared algorithms in the
recall test. These demonstrate the validity and reliability of
the hybrid model established in this experiment.
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The above figure shows the comparison of the macroac-
curacy of the hybrid PSO-BP algorithm model with FastText
and LSTM after the optimization of the particle swarm algo-
rithm, and it is obvious that the macroaccuracy of the hybrid
model is higher than that of FastText and LSTM when the
number of samples is 200, 400, and 600. The LSTM algo-
rithm model is only good at handling libraries with small
amount of data, and as the number of samples increases,
its macroaccuracy decreases fastest. In contrast, the PSO-
BP hybrid algorithm model and the FastText algorithm
model constructed in this study both maintain the stability
of macroprecision in processing different sample sizes.
Although, showing a trend of decreasing macroaccuracy as
the number of samples of tourism data increases, it can be
maintained above 80%, so it is a valid and reliable model.

4. Conclusion

The field of artificial intelligence, which has emerged and
continued since the last century, has grown rapidly in the
last decade or so with the support of humanoid neural net-
works. It has been used in various industries to a greater or
lesser extent, but in the tourism industry, which has been
severely affected by the epidemic, it has not received the
attention it deserves and is not used on a large scale. There-
fore, this study identifies this gap and chooses the earliest
and currently most well-developed BP neural network algo-
rithm as a tool for security assessment of management sys-
tems in the tourism industry. This study first introduces
the importance of neural networks for artificial intelligence
and describes the basic principle of human consciousness
activity as the essence of BP neural networks. This is
followed by an analysis of the opportunities and challenges
facing the tourism industry in the postepidemic era. The sig-
nificance and importance of this study is reflected by high-
lighting the analysis and listing of various chaotic aspects
of safety issues in the tourism industry. It can replace man-
ual auditing and save human resources to a great extent,
making the cost of industry-related expenditures signifi-
cantly lower. At the same time, it also improves the effi-
ciency of security audits, and the very high correctness rate
guarantees the safe operation of the management system.

After introducing the three-layer structure of the BP
neural network and the role of nodes in it, the weight values
and thresholds of nodes in each of the three layers are calcu-
lated. A particle swarm algorithm was added to optimize the
model, and a more efficient and rapidly converging algo-
rithm model was finally obtained. After the hybrid algorithm
model was built, the data of a tourist resort in Switzerland
was selected as the training data in this study. After screen-
ing, 10,000 samples were selected from the database, of
which 7000 samples with good security assessment were
set as positive samples, 2000 samples with more threatening
security assessment were set as negative samples, and the
remaining 1000 samples were the samples to be tested. After
12,859 iterations, the best calibration error achieved by the
model is 0.126, and a smooth result curve is obtained, so that
every point on the curve is derivable. Although the perfor-
mance of the model does not reach the minimum error line,

it has reached the target baseline, indicating that the perfor-
mance of the PSO-BP neural network model established in
this study meets the expectations. After 300 iterations of
learning, the BP algorithm optimized using the PSO algo-
rithm possesses a faster convergence rate. Moreover, the
results of the unoptimized BP algorithm had larger errors
and showed local prematureness. After reaching only the
local optimal solution, it no longer converges and the error
does not decrease further, while after optimization, 300 iter-
ations did not appear to have this phenomenon, indicating
that the performance of the optimized algorithm has
improved substantially and has the global search capability
that was not available before. The hybrid model of the
PSO-BP neural network algorithm is significantly better
than the FastText and LSTM models in terms of accuracy
and recall performance, and both data prove the effective-
ness and reliability of the hybrid model established in this
experiment. As the number of samples of tourism data
increased, macroaccuracy always remained above 80%, so
it again proved that the optimization algorithm used in this
study is an effective and reliable model. However, the tour-
ism management security system is a large and complex col-
lection of massive data, and this study was not able to add all
the samples to the model for computing and iteration. It also
suggests that using more servers with better performance for
machine learning of neural networks will achieve more accu-
rate results. Although optimized by the particle swarm algo-
rithm, it did not reach the optimal target baseline when
performance tests were conducted, proving that there is
room for optimization and improvement in this algorithmic
model. The travel management system should not only help
its security risk evaluation through computer technology but
also be able to resist hacking such as denial of service type
attacks. The confidentiality of customer data information
and prevention of account and password leakage are also
the top priorities of system security. Moreover, the system
is constantly updated, and new features added and old
redundant code removed may cause unknown vulnerabili-
ties, so the algorithm model constructed in this study should
be updated accordingly with the system update. The purpose
of introducing the PSO optimization algorithm in this study
is to optimize the weight values of the data network, which is
the same as the essence of most computer algorithms to
solve the problem and find the optimal solution of several
functions. Subsequent research can continue to delve into
more optimal problem solving by introducing the relevant
theoretical knowledge and formula theorems from topology
and operation research. Finally, whether it is the prediction
of the factors affecting the system safety or the risk assess-
ment prediction of travel agencies and tourists, it only pro-
vides some scientific reference, and it needs to be treated
with caution in practical application and reasonable applica-
tion of the analysis results given by big data.

Data Availability

The figures used to support the findings of this study are
included in the article.

7Wireless Communications and Mobile Computing



Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

The authors would like to show sincere thanks for those
techniques that have contributed to this research.

References

[1] Z. Jingbo, W. Kai, Y. Guang, D. Liu Xiaohong, and L. Y. Renjie,
“Real-time uncertainty estimation of stripe center extraction
results using adaptive BP neural network,” Measurement,
vol. 194, article 111022, 2022.

[2] Q.Wu,W. Yu,W. Yaoping et al., “Ablation state assessment of
SF6 circuit breaker contacts based on BP neural network and
mean impact value,” Energy Reports, vol. 8, Supplement 5,
pp. 874–883, 2022.

[3] J. Wang, W. Peng, Y. Bao, Y. Yang, and C. Chen, “VHCF eval-
uation with BP neural network for centrifugal impeller mate-
rial affected by internal inclusion and GBF region,”
Engineering Failure Analysis, vol. 136, article 106193, 2022.

[4] X. Shouchao, W. Haitong, Z. Xixi et al., “Optimization of
extraction and purification processes of six flavonoid compo-
nents from Radix Astragali using BP neural network combined
with particle swarm optimization and genetic algorithm,”
Industrial Crops and Products, vol. 178, article 114556, 2022.

[5] W. Xia, R. Neware, S. D. Kumar, D. A. Karras, and A. Rizwan,
“An optimization technique for intrusion detection of indus-
trial control network vulnerabilities based on BP neural net-
work,” International Journal of Systems Assurance
Engineering and Management, vol. 13, Supplement 1,
pp. 576–582, 2022.

[6] A. Li, L. Niu, and Y. Zhou, “Prediction method of construction
land expansion speed of ecological city based on BP neural net-
work,” International Journal of Environmental Technology and
Management, vol. 25, no. 1/2, p. 108, 2022.

[7] M. Wei, Q. Peng, M.-H. Chen, and C.‐. H. (. J.). Su, “Under-
standing the evolution of China's tourism industry perfor-
mance: an internal-external framework,” International
Journal of Tourism Research, vol. 22, no. 4, pp. 479–492, 2020.

[8] A. M. Mohammad, A.-G. Fernando, and C.-M. Rafael,
“Females’ perspectives on tourism's impact and their employ-
ment in the sector: the case of Petra, Jordan,” Tourism Man-
agement, vol. 78, article 104069, 2020.

[9] L. Correa-Martínez Carlos, K. Stefanie, K. Philipp et al., “A
pandemic in times of global tourism: superspreading and
exportation of COVID-19 cases from a ski area in Austria,”
Journal of Clinical Microbiology, vol. 58, no. 6, 2020.

[10] L. N. Pereira, M. C. Santos, and L. N. Ferreira, “Tourism stake-
holders' perceptions on global trends in coastal areas of the
Mediterranean region,” International Journal of Tourism Pol-
icy, vol. 10, no. 1, p. 23, 2020.

[11] L. Qiang, Y. Chun-Yan, L. Li, and Y. Chuanliang, “Deforma-
tion prediction of a deep foundation pit based on the combina-
tion model of wavelet transform and gray BP neural network,”
Mathematical Problems in Engineering, vol. 2021, Article ID
2161254, 11 pages, 2021.

[12] W. Junhao, W. Zhaocai, and D. Leyiping, “Prediction and
analysis of water resources demand in Taiyuan city based on
principal component analysis and BP neural network,” Journal

of Water Supply: Research and Technology-Aqua, vol. 70, no. 8,
pp. 1272–1286, 2021.

[13] J. Xueqin, S. Luo, F. Shenghui et al., “Remotely sensed estima-
tion of total iron content in soil with harmonic analysis and BP
neural network,” Plant Methods, vol. 17, no. 1, 2021.

[14] G. Hu, Q. Haonan, C. Miao, L. Yu, L. Gang, and Z. Han, “Opti-
mal design of magnetorheological damper with multiple axial
fluid flow channels using BP neural network and particle
swarm optimization methodologies,” International Journal of
Applied Electromagnetics and Mechanics, vol. 67, no. 3,
pp. 339–360, 2021.

[15] C. Hao, W. Yu, Z. Mingsheng et al., “A new prediction model
of CO2 diffusion coefficient in crude oil under reservoir condi-
tions based on BP neural network,” Energy, vol. 239, article
122286, 2022.

[16] Y. Dan, D. Yong-chuan, L. Mu-yu, and G. Ying-ping, “Hybrid
identification method of coupled viscoplastic-damage consti-
tutive parameters based on BP neural network and genetic
algorithm,” Engineering Fracture Mechanics, vol. 257, article
108027, 2021.

[17] K.-x. Zhou, W.-h. Lin, J.-k. Sun et al., “Prediction model of
end-point phosphorus content for BOF based on monotone-
constrained BP neural network,” Journal of Iron and Steel
Research International, vol. 29, no. 5, pp. 751–760, 2022.

[18] C. Gonggui, T. Bangrui, Z. Xianjun, Z. Ping, K. Peng, and
L. Hongyu, “Short-term wind speed forecasting based on long
short-term memory and improved BP neural network,” Inter-
national Journal of Electrical Power & Energy Systems, vol. 134,
article 107365, 2022.

[19] R. Li Yu, Z. Tao, X. S. Ne et al., “Application of the collision
mathematical model based on a BP neural network in railway
vehicles,” Proceedings of the Institution of Mechanical Engi-
neers, Part F: Journal of Rail and Rapid Transit, vol. 235,
no. 6, pp. 713–725, 2021.

[20] W. Zhang, Z. Cheng, H. Cheng, Q. Qin, and M. Wang,
Research of Tight Gas Reservoir Simulation Technology,
vol. 804 of IOP Conference Series: Earth and Environmental
Science, , no. 2, article 022046, 2021IOP Publishing, 2021.

[21] Z. Yixing, S. Wang, W. Xu, F. Carlos, and F. Yongcun, “Novel
feedback-Bayesian BP neural network combined with
extended Kalman filtering for the battery state-of-charge esti-
mation,” International Journal of Electrochemical Science,
vol. 16, no. 6, article 210624, 2021.

[22] Z. Nie, B. Xue, L. Nie, and J. Wu, “Optimization of the eco-
nomic and trade management legal model based on the sup-
port vector machine algorithm and logistic regression
algorithm,” Mathematical Problems in Engineering, vol. 2022,
Article ID 4364295, 9 pages, 2022.

8 Wireless Communications and Mobile Computing


	Safety Risk Evaluation of Tourism Management System Based on PSO-BP Neural Network
	1. Introduction
	2. BP Neural Network and PSO Algorithm
	2.1. Overview of BP Algorithm
	2.2. Specific Implementation of the Standard BP Algorithm
	2.3. BP Algorithm Correct Rate Validation

	3. Practical Application to Tourism Management Systems
	3.1. Performance Testing of Neural Network Hybrid Models
	3.2. Comparison Test before and after PSO Algorithm Optimization

	4. Conclusion
	Data Availability
	Conflicts of Interest
	Acknowledgments



