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Oil and gas will continue to play an increasingly important role in global economy development and prosperity for the upcoming
years. However, a fact which sometimes is ignored is that the oil and gas industry is an intensive energy-consumption industry and
a major contributor to greenhouse gas emissions as well. Recently, with the arrival of the “double carbon” era, the energy-intensive
production of oil and gas has caused people to pay more attention. Currently, big data technologies as well as the Internet of things
(IoT) are developing at a rapid pace, and the metering infrastructure technology also shows huge advancement; oil and gas
companies have built many information systems and developed many functions to acquire the energy consumption and oil
production data for the aim of reducing the oil production cost via the emerging information technologies, and it turned out
that these investments do improve the energy efficiency and lower oil production cost. Unfortunately, due to the different
development standards, some systems store the same data with different values; so, therefore, there is a “data barrier” among
these systems and somehow discount the share and analysis of these data resources. To this end, in our work, based on these
rich data resources from the other information systems, we discussed an intelligent energy management information system
with four machine learning algorithms to enhance the analysis of data resources over energy consumption and oil production.
First, we presented the innovation of energy consumption data fusion with the method “Data Lake”; then, four different
machine learning algorithms: Support Vector Machine (SVM), Linear Regression (LR), Extreme Learning Machine (ELM), and
Artificial Neural Networks (ANN) are installed in the proposed system for predicting the oil and gas production and total
energy consumption. In order to aggregate these data into dashboard views that help managers make decisions about
operations, we also demonstrated the process of energy consumption data visualization with emerging open-source software
tool ECharts. Finally, a real life application of the proposed system was summarized in case of total energy consumption
prediction and the system output shows good prediction accuracy which proves the feasibility and benefits of the intelligent
energy management information system.

1. Introduction

Oil and gas are generated from decaying plant and animal
remains over millions of years. These two types of fuels have
played a role as main energy sources for decades. Currently,
they are still the primary energy sources for residential light-
ing, cooking, and heating to transportation and industrial
manufacturing. This phenomenon will remain for a long
time; in [1], it concludes that the total energy consumption
trend will still continue to grow before 2040. However, a fact
which sometimes is ignored is that oil and gas companies are

intensive energy-consumption companies and are major
contributors to greenhouse gas emissions as well [2].
Recently, with the arrival of the “double carbon” era, the
energy-intensive production of oil and gas has drawn a lot
of criticism from environmentalist, company managers,
investors, and stakeholders as well. Thus, the petroleum
industry must pay more efforts on reducing carbon
emissions.

Currently, the big data technology as well as the Internet
of things (IoT) is developing at a rapid pace, and the meter-
ing infrastructure technology also shows a huge

Hindawi
Wireless Communications and Mobile Computing
Volume 2023, Article ID 3385453, 7 pages
https://doi.org/10.1155/2023/3385453

https://orcid.org/0000-0002-9116-1701
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/3385453


advancement; oil and gas enterprises have invested a lot of
efforts on digital software development and hardware con-
struction for the aim of reducing the oil production cost
via the emerging information technologies; outcomes show
that these investments are beneficial for improving the
energy efficiency and lowing the production cost. For exam-
ple, the WSN has become a widely-used technology in oil
and gas fields among the upstream, midstream, and down-
stream sectors for monitoring the important production
processes and controlling the vital operations [3–5]. In [6],
it explicitly discussed the advantages of digital technologies
of gas production from a different viewpoint, and these
promising advantages are included in the case of some spe-
cial gas wells; with these advanced digital gas exploitation
tools, the terms of cost-effective exploitation are most likely
to be extended from decreasing production stage, and finally
it would contribute to increased labor productivity.

Though, these information technologies bring a lot of
benefits for the oil and gas production, and large quantity
of data are collected by these devices as well as from thou-
sands of other sensors and systems to help managers make
decisions about the operations, often in near-real time.
However, due to the different development standards, like
data entry name, acquisition frequency, and so on, there is
a data barrier between these systems which discounts the
usage and analysis of these rich data resources. Therefore,
the main question discussed in this study is “how to build
an intelligent energy management information system with
machine learning algorithms in oil and gas industry to deal
with these challenges”; this paper presented the three main
functions, including, energy consumption data fusion,
energy consumption data analytics, and energy consump-
tion data visualization, of the energy management system
in oil and gas industry and shed light on the details of each
function as well. The main contribution of this study
includes the following:

(1) Specifically discuss the main functions and the inno-
vations of an intelligent energy management infor-
mation system in oil and gas industry

(2) Introduce the flow chart of data fusion with the
method “data lake” and the process of data visualiza-
tion by an open-source software tool ECharts

(3) Four different machine learning algorithms are
installed on this information systems to help enter-
prise managers or policy makers to analyze the
energy consumption data at a company level

(4) A real life application of this system is analyzed to
show how to use this intelligent system to precisely
calculate the total energy consumption with the pro-
posed system

The following part of this work is designed as follows: Sec-
tion 2 describes the related work from the literature review,
and the proposed system and its details are discussed in Sec-
tion 3. Section 4 elaborates the application of the proposed
intelligent system, and the conclusion is drawn at the end.

2. Literature Review

In the literature, some intelligent energy management sys-
tems based on machine learning methods have been
researched; in this section, the related research efforts in this
regard are discussed.

Regarding the intelligent energy consumption prediction,
various efforts have been done so far. Zhang et al. [7] had
introduced an intelligent solar energy system which is able to
accurately predict day-ahead power for small-scale solar pho-
tovoltaic electricity generators; two commonly-used methods
are discussed with good performance and high accuracy. The
Rao designed models over the time series for one day-ahead
solar power calculation and the best consequence with 9.28%
error [8] are presented. In the building area, Guo et al.
explored some popular machine learning techniques to fore-
cast total energy consumption over the indoor heating system
[9]. In addition, some efforts are made via directly using the
regression method to predict the total energy demand; finally,
it turned out that the simple regression method like weighted
support vector regression and multilinear regression [10–12]
are able to achieve promising performance.

In the oil and gas domain, some impressive research
work about the intelligent energy management system with
digital technologies have been published in [14]; it is con-
cluded that the digital methods have the ability to find the
significant opportunities to reform the production condition
and enhance the production performance; then, finally, the
energy efficiency of oil exploration is improved. And the
other related literatures [15–18] also proved that the digital
methods are able to offer good chances for the energy reduc-
tion over the oil exploration by cutting production cost.

In [13], the author discussed the energy consumption
prediction with the commonly-used machine learning algo-
rithms in the oil and gas domain; the results of the experi-
ments show that these intelligent algorithms are able to
calculate high prediction result for energy consumption,
but the hybrid model of those algorithms would present
the better performance; the flow chart of this proposed
method is shown in Figure 1. And the proposed method is
applied in the energy management system of one oil petro-
leum company to calculate the total energy consumption
amount, and it turns out it has improved the efficiency.

In summary, all these related studies have demonstrated
that the intelligent energy management systems have been
widely studied and used in industry and achieved good
results, and in the oil and gas domain, with the rise of digital
technologies, a lot of work about energy prediction has been
conducted and presented promising results. Thus, in this
paper, we invested the intelligent energy management sys-
tem with three main functions and four commonly-used
algorithms, and a real case of the proposed system was sum-
marized in case of total energy consumption prediction.

3. Proposed System

3.1. The System Architecture. The discussed intelligent
energy management system configuration consists of three
models: (1) data lake, (2) data analyzing, and (3) data
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visualization. The data lake module presents the data pipe
from independent operating systems to the data lake, and
then all the data are stored and classified at the data lake
level. The data analyzing module describes the data analytics
engine with intelligence; four machine learning methods are
installed in this engine, and the data from the data lake can
use these algorithms directly. The data visualization module
shows the data directly with ECharts; in this dashboard the
patterns, the trends, and the anomalies are easily identified.
The overall architecture is shown in Figure 2.

3.2. Energy Consumption Data Lake in Oil and Gas Field.
Currently, the terms of data lake are described as a tool to

accumulate meta data from the other heterogenous data
sources. Basically, data lake plays a role of data respiratory in
a company, and all kinds of data with different types, format,
and structures are stored in it, regardless of structured, semi-
structured, or unstructured data [19]. As compared with data
warehouse, data lakes are more suitable to store and retrieve
various formats of data from the data repository than to play
the role of domain specific [20]. Thus, data lakes were built
to store all the energy consumption data from the heteroge-
nous data sources, for example, the various system and the
related documents of meeting records and training contents.

Guided by the details presented in [20], we proposed an
energy consumption data lake system to collect data from
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Figure 1: The flow chart of the proposed model in [13].
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Figure 2: The architecture of the proposed system.
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heterogenous data sources of all related systems in oil and
gas fields. The proposed data lake architecture is imple-
mented with Hadoop, which offer the ability to replicate data
without high performance calculation and process the data
with MapReduce. The proposed data lake system contains
four virtual machines which consist of two virtual cores,
32GB RAM, 500GB disk space.

When the data lake was built, some data technologies to
collect data from diverse data source are needed. In the terms
of the structured data that are stored in the other related infor-
mation systems, the Apache Flume tool is mainly considered.
This tool has three main components, including, source, sink,
and channel, and the work flow is briefly drawn in Figure 3.
The source is responsible for collecting the data from the other
systems, and then delivers them to the sink for ingestion to the
HDFS by the channel. For the other format data, like the data
embedded in the HTML pages or PDF documents, some cos-
tumed scripts are required, and some related work over this
issue has been made, like Beautiful Soup 4 (BS4) [21], Sele-
nium [22], and Pandas [23].

We use these tools together to extract the related infor-
mation from the webpages and the PDF documents of meet-
ing records and training contents.

On the ground of data availability, the manual and auto-
mated methods are discussed in our process. For the data
which is not often used or updated rarely, like annual
reports, we ingested these data manually from the data
source into the systems with HDFS commands directly.
For the data which is collected every hour, daily or monthly,
some scripts are designed to load these data automatically,
and in case of the real-time data, a push-based technology

with a custom source in the Flume agent configuration is
used to inject the data to the HDFS and to secure reliability;
the file channel also which is designed for cached data is
considered to handle instances of failure.

3.3. Energy Consumption Data Analytics with Machine
Learning. We also develop data processing and analyzing
function for the energy management system, and there are
various tools available for that, such as Apache Solr and
Apache Spark. Apache Spark is popular over data analysis
since it offers many APIs to developers for general program-
ming languages, like, Java and Python, and has been widely
used in many cases [24]. Moreover, they developed the
Spark’s machine learning library which includes the
generally-used machine learning algorithms and allow the
system users to analyze these data in a fast manner. In addi-
tion, they also provide the stream processing functions for
real-time processing.

Based on the data lake, four commonly-used machine
learning methods are installed on the proposed system, so
called, support vector machine (SVM), linear regression
(LR), extreme learning machine (ELM), and artificial neural
network (ANN), and the related work from Section 2 has
discuss their ability for prediction. They are developed with
the Spark’s machine learning library, so that these algo-
rithms are easily configured and designed in our system.

The current implementation of data analyzing with these
methods are designed for two cases in our system: (1) pre-
dicting the oil and gas production and (2) predicting the
total energy consumption. The flow chart for data analyzing
with these methods is shown in Figure 4.
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Figure 3: The work flow of Apache Flume.
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Figure 4: The flow chart of data analytics with machine learning.
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For the case of predicting the oil and gas production, first
we choose the data from the data lake; the data include the
history oil and gas production data; then, we put these his-
tory data into these algorithms as training data; when the
training procedure is finished, the model with the highest
accuracy will be chosen and saved as the final model.

Finally, the final model would be used in practice to help
the system users to predict the following days’ oil and gas
production.

For the case of predicting the total energy consumption,
the crude oil output and natural gas output as the feature
vector to predict total process-production energy consump-
tion, so the training dataset is represented by tripe (x, y, and
z), where x means the monthly crude oil output, y denotes
monthly natural gas output, and z denotes the monthly total
process-production energy consumption. Then, the training
data is put into these algorithms for training. When the
training process is finished, we mark and save the final
model for usage in practice.

3.4. Energy Consumption Data Visualization by ECharts.
The data analyzing has presented some insights of data from
data lake, but for more insight and details from the data, the
data visualization turns out to be a powerful tool for that,
and it can easily be developed through web-interface or the
Java-based and python-based library, which allows devel-
opers to design bar graph, pie charts, and the other dynamic
dashboards with graphics very quickly.

In our study, the most widely-used tool ECharts [25] is
discussed. The ECharts does supply almost all the basic
graphs and charts that the users needed for data visualiza-
tion, like, line charts, bar charts, scatter charts, and so on.
What is more interesting is that developers are able to
develop charts and graphs with ECharts very easily and
quickly without too much software developing knowledge.
In addition, ECharts can display the visualization of tons
of data with extremely large volume, and it would not dis-
count the ability of scaling and transforming of data. Con-

cerning the friendly interface and the geographic data,
ECharts offers eye-catching visual effects for the line data
and point data visualization. And it turns out to be a very
declarative framework for rapid construction of web-based
visualization. The samples of data visualization are shown
in Figure 5.

4. Use Case of our System

In this part, we will use the dataset collected from one oil
and gas company’s energy management system to validate
the performance of our proposed system. The flow process
consists of three main steps, including, dataset, model
design, and prediction result.

4.1. Dataset. In our work, we collected the data from the
company’s energy management system; according to the
requirements of the system management, the energy related
data are collected once every month. Thus, we considered a
ten-year dataset which consist of 120 observations in total.
Part of the data samples is shown in Figure 6, and there is
strong complexity and weak time relation between these
data samples. Thus, the time-related parameters are not con-
sidered in our paper and the tripe (x, y, and z) is designed;
where x means the monthly crude oil output, y denotes
monthly natural gas output, and z denotes the monthly total
process-production energy consumption. These 120 data
samples are divided into training dataset and test dataset,
and the training dataset have 90 data samples and the rest
of data belongs to the test dataset.

4.2. Model Design. In our intelligent energy management
systems, there are four machine learning algorithms
installed which included SVM, LR, ELM, and ANN.

For the LR model, concerning the dimension of the
input, there are simple linear regression and multiple linear
regression; in our work, the input vector has two dimen-
sions, namely, crude oil output and natural gas output, so
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Figure 5: The samples of data visualization by ECharts.

5Wireless Communications and Mobile Computing



the multiple linear regression model with equation (1) is dis-
cussed:

Y = β0 + β1X1 + β2X2: ð1Þ

Where Y denotes the prediction result, X1 and X2
mean the monthly crude oil output and monthly gas pro-
duction, and β0, β1, and β2 are the coefficient of the mul-
tiple linear regression model. For the ANN, due to the
limitation of the dataset size, a three-layer artificial neural
network is built in the system to forecast the monthly
energy consumption, and the first layer has 2 neurons,
the hidden layer has 3, respectively, and the final layer
has of 1 neuron for the total energy consumption predic-
tion result. The sigmoid is chosen as the active function
between these layers. Compared with ANN, the ELM just
contains one hidden layer, so, therefore, highly reduces
the computational cost. Regarding the energy prediction,
a lot of research work has been done with this model; in
this paper, we build the ELM model which consists of 4
neurons in the middle layer to forecast the energy con-
sumption. Finally, the SVM also is considered to validate
the predicting performance of the monthly energy con-
sumption prediction, and we choose polynomial kernel
function from the model to construct the SVM model.
All the design and training procedure are finished through
the intelligent energy management system.

4.3. Prediction Result. This part would discuss the prediction
result of the installed four machine learning methods. We
chose the RMSE as the metric to evaluate the prediction per-
formance of these models:

RMSE =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑N
i vi − vi′
� �2

N

v

u

u

t

, ð2Þ

where N means the size of data set, vi denotes the label value,
and vi′ means the calculated value. Usually, the better
method prediction performance is presented with smaller
value of RMSE. Table 1 shows the RMSE result of four
methods over training and test dataset.

These experiment results show that the four methods are
able to calculate the prediction results with good accuracy.
However, the LR method achieved prediction results with
the lowest accuracy, and it revealed that there is no strong
linear correlation between the oil production and energy
consumption. The ELM algorithm and the ANN predicted
the energy consumption with highest accuracy, and it
revealed that these two models can be used to forecast
monthly total energy consumption in a company and dem-
onstrated the feasibility of the management system for the
case of monthly total energy consumption calculation in
oil and gas sector.

5. Conclusion

Many oil and gas companies have collected a lot of data
and these data are lacking future analyzation. Thus, in this
paper, we discussed the intelligent energy management sys-
tem in the oil and gas industry. First, the innovation over
breaking the “data barrier” among each system was intro-
duced; we discussed the methodology of “data lake”. Then,
aimed at enhancing data analytics and making most of
these data, four different machine learning algorithms,
SVM, LR, SVM, and ELM, are installed in the proposed
system with the “data lake” for predicting the oil and gas
production and total energy consumption; the system offers
the whole process of model design, training, and calcula-
tion. The system can make use of such models directly
without any code work. In order to visualize these data
and show the data trends on the dashboard, an emerging
open-source software tool ECharts was presented. Finally,
we applied the proposed system into one oil and gas com-
pany to validate the feasibility of this system, and it sug-
gests that this system is able to calculate the prediction
results with good accuracy, but due to no strong linear cor-
relation between these data, the artificial neural network
achieves the best result.

In future, the primary task is to improve the system’s
performance security, scalability, accuracy, standardization,
automation, and some other aspects. To achieve this goal,
we will try to use more data from other oil and gas com-
panies to validate the systems’ performance and robust-
ness, and more intelligent methods would be considered
to be installed in this system. What is more, combining
the proposed system with the other big data and advanced
new IT technologies to develop more intelligent energy
management information system is our main upcoming
work as well.
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Table 1: The RMSE result of four models over training and test
dataset.

Model Test dataset Training dataset

Support vector machine 4.23 3.32

Linear regression 6.73 2.24

Extreme learning machine 0.78 0.37

Artificial neural network 0.63 0.42
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Data Availability

All dataset used during the study has appeared in the sub-
mitted article.
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