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In the current digital era, data is budding tremendously from various sources like banks, businesses, education, entertainment, etc.
Due to its significant consequence, it became a prominent proceeding for numerous research areas like the semantic web, machine
learning, computational intelligence, and data mining. For knowledge extraction, several corporate sectors depend on tweets,
blogs, and social data to get adequate analysis. It helps them predict the customer’s tastes and preferences, optimize the usage
of resources. In some cases, the same data creates complications that lead to a problem named as big data. To solve this, so
many researchers have given various solutions. Based on literature analysis formulated 6-s simulation towards big data,
detailed information about characteristics, a taxonomy of tools, and discussed various processing paradigms. No one tool can
truly fit for all solutions, so this paper helps to make decisions smoothly by providing enough information and discussing

major privacy issues and future directions.

1. Introduction

Advancement in digital resources leads to the rapid evolu-
tion of massive collections of data, which include complex,
sprouting data sets that are congregated from heterogeneous
data sources. Such voluminous data is termed as big data. It
was coined by a scientist named John R. Mashey in the
1990s. Every online activity creates some data, especially
internet usage, which has become a basic need in COVID-
19 pandemic time. Facebook receives more than 500 tera-
bytes of data in terms of photos, videos, messages, com-
ments, etc. [1]. On average each day, 2.5 quintillion bytes
of data can be generated, and in today’s world, 90% of the
information was developed in the last two years [2]. This
data is available in the form of structured, unstructured,
and semistructured data types. Rapid evolution in data pro-
cessing mechanisms makes big data to become a hotfoot in
all science and engineering domains, including physical, bio-
logical, and biomedical sciences [3].

Before explorations in data analysis technologies, organi-
zations could not be able to handle their archives efficiently

by applying traditional techniques [4]. Commodity systems
are restricted with storage, invariable tool management, per-
formance, scalability, and flexibility [5]. In the case of pri-
vacy concerns, data will also get an effect. Especially that
the privacy of data is very important in the case of maintain-
ing sensitive credentials like bank details, legal information,
medical records, biometric details of officials, etc. By adding
machine-learning features, the scope of safeguarding the
data can be increased [6]. It can be perfected by applying a
concept called privacy preservation machine learning
(PPML) [7]. Its processing mechanism is shown in
Figure 1. Majorly, it includes differential privacy, homomor-
phic encryption, multiparty computation, federated learn-
ing, and ensemble techniques [8]. Each approach plays an
effective role in solving various privacy concerns and reduces
the vulnerability intensity exposed to an attacker. In the
online era, preserving the privacy of end users on social
media has been regarded as a bottleneck issue.

Ironically, as the data analytics introduced in this paper
become more progressive, the risk of privacy is also growing.
As such, many privacy-preserving solutions have been
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FiGgure 1: PPML process.
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proposed to address these issues. There are two main
approaches. The first one is k-anonymity, which is a prop-
erty implemented by certain unknown data. Given the pri-
vate data and a set of selected fields, the system has to
make the practically useful data without finding the individ-
uals who are the subjects of the data. The second one is dif-
ferential privacy, which can provide an effective way to
improve the quality of queries from statistical databases by
reducing the chances of finding its records. The evolution
of big data can be considered in 3 phases, as shown in
Figure 2, each with its own set of features and capabilities.

Although big data has been accepted by so many organi-
zations, research on big data in the cloud is in its early stages.
Several concerns have not been fully addressed. Moreover,
new challenging issues continue to emerge from various
applications by organizations. Some of the prominent
research challenges are as follows [9].

1.1. Data Integrity. An important feature of big data is to
obtain integrity in security. Integrity means that data will
be updated only through authorized persons. The expansion
of cloud services provides users with a repository and mas-
tery of their data in the data centers of the cloud. Such appli-
cations must check the data integrity, and another main
challenge is to make sure about the rightness of the users’
data. Users may not be physically able to get the data, but
the cloud should provide flexibility for the user to scrutinize
how the data can be maintained.

1.2. Data Transformation. Converting the data into a form
that can be worthy of analysis is a major issue in big data.
Due to the various data formats, big data can be trans-
formed into an analysis workflow in two types. If the data
is structured, it can be preprocessed before it is stored in
relational databases. Later, the data can be retrieved to per-
form analysis. In case of unstructured data, it must be
stored in distributed databases, such as HBase, before it is
processed for analysis.

1.3. Data Quality. In the earlier days, data processing could
be done on clean datasets from known and limited sources.
Therefore, the outcomes are in an acceptable manner. How-
ever, with the inception of big data, data can be produced
from various sources; all these resources are not well-
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known or verifiable. Fewer data quality has become a signif-
icant issue for so many service providers because data are
frequently collected from huge sources [9]. For instance,
large volumes of data are produced from smartphones,
where inconsistent data formats can be produced as a resul-
tant of heterogeneous sources.

1.4. Data Governance. It involves leveraging information by
aligning the objectives of multiple functions, such as tele-
communication carriers having access to huge troves of
user’s information in various forms like call details and mar-
keting seeking to monetize this information by selling it to
third parties. Moreover, big data plays an active role in pro-
viding opportunities to service providers by making users
information more valuable.

2. Role of Data Analytics

Data will not be helpful or valuable until it is appropriately
integrated and understood. Organizations are utilizing big
data advances to explore the results of continuous
information-driven choices. Various data analytics process-
ing mechanisms help to stay ahead of business challenges
by improving new designs and products, customer personal-
ization, successful marketing, the generation of new profit
options, and improved processing efficiency [10].

Real-time scenarios that spectacle the big data impor-
tance are as follows:

(i) By 2025, the big data analytics industry is likely to
be generated more than $103 billion

(i) The US economy loses up to $3.1 trillion per year
due to poor data quality

(iii) Every individual in 2020 created 1.7 gigabytes in less
than a second

(iv) Every day, internet users generate 2.5 quintillion
bytes of data

(v) 97.2 percent of entrepreneurs are investing in artifi-
cial intelligence and big data

(vi) Netflix gets a profit of $1 billion each year on user
retention thanks to big data

2.1. Working with Big Data Analytics. Data scientists and
other statisticians collect data from different data sources.
Data preprocessing can be performed on data such that it
can be made accessible for processing systems to understand
and analyze the massive volume of data. Valuable insights
can be generated by applying machine learning algorithms
[11]. The data analytics process includes four steps: data col-
lection, cleaning, processing, and analysis [12]. The data
necessary for analysis is based on a question or an experi-
ence. Depending on the demands that lead to analyzing the
data to use as input to the study, specific population factors
can be identified and information can be categorized [13].
Data collection is the practice of acquiring information
on specified variables specified as data requirements. The
main emphasis is on collecting data that is accurate and



Wireless Communications and Mobile Computing

F1GURE 2: Evolution phases of big data technologies.

authentic. It does not guarantee that the data obtained is
accurate. It gives a baseline against which to measure prog-
ress as well as a user’s requirement [14]. Data is gathered
from various sources, including organizational databases
and web page information. The resulting data could be
unstructured and contain irrelevant information, and it
must undergo data processing and cleaning. For analysis,
the obtained information must be transformed or struc-
tured, which includes reconstructing the data to match the
needs of the various analysis tools [15].

The data that has been extracted and arranged may be
duplicated, incomplete, or result in false reports. To avoid
this problem, data cleaning can be induced. Depending on
the nature of the data, different forms are available. Specific
results might be evaluated against reliable published
amounts or established thresholds. While cleansing financial
data, quantitative data methods can also be used to find out-
liers that are eliminated from further investigation [16].
After it had been processed, organized, and sanitized, the
data would be ready for analysis. Various data analysis tech-
niques are available to analyze, evaluate, and develop conclu-
sions based on the criteria [17]. Data visualization is used to
examine data graphically to obtain an effective analysis of
the data. With the help of visual elements like line graphs,
bar graphs, and area charts, these tools provide an acceptable
way to see and understand patterns, outliers, and trends in
data. Additionally, it is a better way for entrepreneurs to
impart data to a nontechnical audience.

To find the relationships between statistical data models
and variables, such as regression and correlation analysis can
be utilized. These data-descriptive models aid in the simplifi-
cation of evolution and communicational outcomes. The pro-
cess may involve additional cleaning or data collection, and
therefore, these activities are iterative. The following Figure 3
represents various analytic use cases involved in data.

2.1.1. Descriptive Analysis. It is a statistical approach that can
be used to summarize historical data and find patterns and
facilitate in the preparation of reports including financial
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Ficurek 3: Different use cases of big data analytics.

statements, revenue, and marketing by summarizing data
in an accessible way [15]. Data aggregation and data mining
are two approaches involved in this analysis to discover his-
torical data. Data is first collected and arranged by data
aggregation to make the datasets more viable for analysts.
Data mining involves a search of the data to identify patterns
and meaning. Identified patterns are analyzed to discover
the specific ways that learners interacted with the learning
content and within the learning environment. Quick and
easy reports which show how performance can be achieved,
identifying performance issues and gaps earlier—before they
become serious complications.

2.1.2. Diagnostic Analysis. To point out what created the
issue, data mining, drill-down, and data recovery are exam-
ples of techniques [18]. Businesses use this because they give
a thorough understanding of the issue. For companies that
collect customer data, diagnostic analysis is the key to
understanding why customers select particular orders. These
insights will help improve products and the user experience.

2.1.3. Predictive Analysis. This type of analytics looks at both
previous and present data to make forecasts for the future. It



examines existing data and forecasts future data mining,
artificial intelligence, and machine learning trends [18, 19]. It
speculates on customer and market trends; for online learning
specifically, predictive analytics is often found incorporated.
Personalizes the training needs of learners to find strengths,
weaknesses, and gaps; required learning resources and train-
ing can be offered to improve individual needs.

2.1.4. Prescriptive Analysis. This type of analytics provides a
solution to a specific issue. Both predictive and descriptive
analysis can be used in perspective analytics [16]. Al and
machine learning can be used for this type of analysis. It
generates recommendations and makes decisions based on
the computational findings of algorithmic models. Auto-
mated decisions or recommendations required specific,
unique, and clear directions from those utilizing the analyt-
ical technique to analyze specific learners who required addi-
tional support, regardless of how many students or
employees and identify0 outstanding learners to provide
additional resources [20].

2.2. Big Data Can Influence the Decision-Making Process
as Follows

2.2.1. Customer Service Metrics in Real Time. Providing ser-
vices to the customer is one of the essential areas in which
firms must deliver metrics nowadays. Firms exploit real-
time data to provide customers with one-on-one customized
services and solutions [21]. Big data helps provide users with
personalized loyalty programs.

2.2.2. Improving Operational Efficiency. Currently, compa-
nies are trying to use data for automating operations, opti-
mizing trading strategies, and getting overall corporate
efficiency outcomes. For example, vehicles equipped with
sensors collect data and transmit it to central servers for
analysis [22]. Personal car owners are also notified about
prior repairs or services, which resource the company in
enhancing the performance of its automobiles [23].

2.2.3. Increased Efficiency without Investing More. Without
investing more resources, one can envision the customers.
Sprint, a telecommunications firm, employs big data analytics
to analyze real-time information to assess network failures,
maximize resources, and improve customer experience [24].
This can result in enhancing the brand’s delivery rate.

Some of the remarkable benefits of using big data analyt-
ics are as follows:

(i) Data from various sources like Twitter and Face-
book helps better customer retention, marketing
strategy decisions, and business intelligence for bet-
ter insights and predictions

(ii) Customer service issues can be resolved quickly
with NLP (natural language processing) features to
improve customer satisfaction, solve problems, etc.

(iii) Operational efficiency improves results and pro-
duces when large volumes of data are well-
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analyzed and used to update services, security
issues, healthcare, IoT, etc. [11].

(iv) Errors can be identified in an early stage to reduce
the risk to services

(v) Big data analytics lay a path for large data ware-
houses to integrate with multiple sources and
advanced technologies and process the data

3. Related Work

Budding big data applications has got progressively signifi-
cant over the past couple of years. Previously proposed sys-
tems help big data applications assist to store, investigate,
and measure information. Adopting the right combination
of technology is also vital to obtaining the best results [25].
Parallel processing became an arising multidisciplinary area
of research that is progressively drawing the consideration of
scientists and professionals from different areas, including
technology, intellectual, and sociologies [4]. In this paper,
the authors contributed their work on existing frameworks
and challenges of big data with assessment evaluation which
provides a comparative study of various accessible frame-
works and workloads. Existing information handling inno-
vations are not appropriate for adopting the extraordinary
measures of produced information like big data sets and
conventional information strategies; they show moderate
responsiveness and lack of versatility, execution, and preci-
sion. So many data collection challenges remain to be
addressed. It may lead to a compromise of information secu-
rity to a great extent [26].

The combination of AI and information management
approaches offers better outcomes. However, many explora-
tions work center on big data. Hadoop, Spark, Storm, and
Flink frameworks, Flume, Kafka, GFS, HDFS, Smaza, and
spark streaming technologies effectively implement data
[5]. Provided elaborate focus on case studies on mLib, Spark,
Flink, and Mahout [6]. Deep learning helps to handle a vast
volume of data, which is common in big data, and gives
acceptable results with complex datasets [7, 27, 28]. Bound-
less numbers of challenges, tools, and technology consider-
ations are provided in [14, 16, 29, 30].

In [31], the authors worked on dimensions in big data
and data analysis and then focused attention on the issue
of inconsistencies and their impact on data analysis. They
introduced four classifications of inconsistencies, frame-
works, and tools in big data and pointed out the efficiency
of inconsistency-induced learning as a tool for data analysis.

In [32], the authors discussed the infrastructure of big
data service architecture, which includes collecting and stor-
ing data. Practical application scenarios of Flume, Kafka,
GFS, HDEFS, and different data processing modes are
focused. They introduced mobile big data development, the
commonly applied data analysis techniques. Three typical
mobile big data analysis applications, namely, wireless chan-
nel modeling, human offline and online behavior analysis,
and speech recognition in the Internet of Vehicles, are intro-
duced. To obtain the minimum consistent subset, the con-
cepts of edited nearest neighbor, traditional condensed
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nearest neighbor, and reduced nearest neighbor were
used [33].

In [34], the authors spotted light on complications faced
by data scientists in integrating and implementing a high vol-
ume of medical data acquired from multiple platforms. Pro-
vided information about the medical field, digitization of
information, bioinformatics tools, and suggested improve-
ments required in the e-health sector. Table 1 describes key
findings and the scope of research contributions in big data
and machine learning.

4. Stimulation towards Big Data

The emerging goal of massive data analysis is to update
commodity techniques such as rule-based systems, model
mining, and decision trees. Other data mining techniques
to develop business rules on massive data sets effectively
can be realized either by improving algorithms that use the
storage of distributed data, computation in memory, or by
using the computation in clusters for parallelism [48]. Previ-
ously, this was done using grid computing, which has been
taken by cloud computing in the present day [49].

Traditional databases use code locality to process the
data, but it is hard to import or export. Meanwhile, there
may be a chance that data gets manipulated. Processing the
data within time is also a big deal [22]. Cloud techniques
help to work effectively, revolutionizing the IT industry by
adding elasticity to the way it was consumed and enabling
organizations to pay only for the resources and services they
use. It is necessary to integrate big data issues with cloud
technologies to produce effective results in the current sce-
nario [50].

To handle large records, statistics integration usually
needs to extract vast quantities of records from massive
sources [51]. These dispensed statistics are desired to gather
with the aid of a suitable device or software program, and
information storage control schemes need to be provided
for these massive facts within the sequential processing
steps. The forms of big data majorly involved are static batch
data and dynamic stream data [52]. Batch data processing is
stored in a static format, and stream data is a continuous
real-time data instance sequence. The streaming data cannot
be stored fully, and various elements can be removed after
processing.

4.1. 6S: A Beeline towards Big Data. The following points
present why all major sectors are adopting big data
technologies.

(1) Supervision: better data management. The majority
of data processing platforms and business intelli-
gence tools let data scientists sit in one place and
drive the data analysis, helping to perform various
types of operations without technical complications.
This includes organizing, collecting, and storing.
Spending on analytics to gain competitive intelli-
gence on future market conditions, to target cus-
tomers more successfully, and to optimize

operations and supply chains generates operating
profit increases profits

(2) Suppleness: better speed, capacity, and flexibility. Big
data services can be provided to utilize substantially
large data sets which can provide the necessary stor-
age and computing power to change data according
to requirement

(3) Sageness: better visualization. Data visualization
tools support observing data in pictorial representa-
tions like graphs which can be easy to understand.
In real-time scenarios also visualization tools can
process voluminous data quickly. Managers can use
big data to understand more about their businesses
insights and transform the generated knowledge into
effective decisions to enhance company performance

(4) Scope: better opportunities. More consumers under-
stand the competitive benefit of becoming a data-
driven company as big data analytics technologies
improve. Nowadays, marketers majorly focus on
sentiment analysis, where they can collect data on
how customers think about certain products and ser-
vices by analyzing consumer responses on social
media sites like Facebook and Twitter

(5) Statistics: better data analysis methods. The data are
not just figures in a database anymore. Text, audio,
and video files can also provide valuable insight;
good tools can even recognize specific models
according to predefined criteria. This happens in
large part through the use of natural language pro-
cessing tools, which can be essential for text mining,
sentiment, and clinical analysis. The healthcare sec-
tor uses big data to improve patient care and to find
better ways to manage resources and personnel

(6) Surety: better risk analysis. Risk is a facet of almost
every business decision. There is no way to avoid
risk, especially when a company is looking for
growth, diversifying products, or trying to achieve
new targets. In addition to financial markets, big
data risk management can be applied in healthcare,
retail, manufacturing, and e-commerce and can be
applied to a wide variety of corporate threats, such
as regulatory risk [53]. Financial institutions can
fastly find that big data analysis is expert at identify-
ing fraud before it becomes extensive, preventing
further damage to the organization

5. Big Data Applications

5.1. Recommendations to Customers. Customer data are col-
lected in various no. of ways, including what websites they
browse, where they reside, when they approach customer
support, and if they communicate with their brand on social
media. It is a massive amount of seemingly unrelated data,
but organizations that can correctly mine it may provide a
more tailored experience [39]. Companies must offer the
appropriate products to the targeted consumer on the right
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TaBLE 1: Major contributions in big data and machine learning research.

References Year Scope of analysis Key findings

Detection of distributed DDOS attacks on financial
organizations. Multiple classification models are used SVM produces the best results, compared with other
for the prediction of DDOS attacks. SVM, KNN, and algorithms.
RF algorithms are used.

Islam et al. [35] 2022

Detection of DDoS attack packets using K-nearest
Najar and Naik [36] 2022 neighbor, random forest, support vector machine, and
multilayer perceptions.

Random forest shows better performance compared
with other algorithms.

Recognizing fraud transactions by analyzing the
Ananthu et al. [37] 2021  transaction records and integrating big data with
machine algorithms for accurate and fast detection.

Performed comparison of RF, logistic regression, and
decision tree classifier; RF produces better results.

Big data architecture, data collection and storage

processing using ETL, different types of NoSQL Investigated service, present architecture, and cloud
databases with their merits, demerits, scenarios, and services in big data.

various processing strategy modes are discussed.

Wang et al. [38] 2020

Discussed problems in sampling and partitioning of
Mahmud et al. [39] 2020 data analysis, record and block-level samplings, and
three classical horizontal partitioning schemes.

Sampling-based approximation projects are
considered for analysis.

Applications, trends, and state of art technical analysis Building a comprehensive multivariant database for

Shoumy et al. [40] 2020 and their performances. qualitative analysis.

Consequences in data due to lack of management

Challenges and issues faced in the consolidation of . .
support, policies, human errors, and improper

Hasliza et al. [29] 2020 data and implementation in the public sector.

maintenance.
Mlustrated analysis on Hadoop and Spark, evaluation
Ketu et al. [23] 2020 can be done based on functional principle, In-memory computations of spark are more effective
’ performance, compatibility, failure tolerance, cost, than on-disk Hadoop computations.

flexible use, data processing, and security.

Kshirsagar and Feature reduction method based on correlation,  Accuracy and feature section procedure was improved

Kumar [41] 2020 information gain ratio, and ReliefF. by implementing PART classifier.
Presented a background study of V’s, theories and  Discussed state of art analytical techniques, the impact

Hiriri et al. [34] 2019 techniques involved in big data, and comparison of of uncertainty, and open issues focused on data

uncertain types respective of data analysis. related to financial sector decision processing.

Tgols, technologies, and functlopahtles involved in Considered real-time scenarios on distributed ML
big data, parameters to be considered for Hadoop

Rao et al. [42] 2019 . . tools presented core features of recent developments
query processing, HACE theorem, and various data : .

. in large-scale graph processing and tools
sources for data analysis.
Bindra and j019  Detection of DDoS attacks by applying machine ~ Random forest is the best choice for identifying DDoS
Sood [43] learning models. attacks.

Investigated challenges in big data and provided a
glance of various frameworks, presented an
Inoubli et al. [3] 2018 experimental analysis, and a comparative study of the
most in demand frameworks with various batch and
iterative workloads.

A comparison study on frameworks, processing
models, and best practices.

Focused on fraud detection systems, analyzing
massive streams of credit card transactions, Impact of concept drift and class unbalance in a real-
addressing verification latency, class imbalance, and ~ world data set consisting of 75 million transactions.
concept drift.

Kolajo et al. [44] 2018

Classification model built on spark framework to

Chen et al. [45] 2018 Classification of DDoS attack. .
achieve performance and accuracy.

Provided promising learning methods such as transfer

learning, active learning, representation learning, deep tech

learning, distributed learning, parallel learning, and
kernel-based learning.

The connection of modern signal processing
nologies with machine learning was analyzed and
provided open issues and new research trends.

Qiu et al. [46] 2016

Discussed different processing paradigms and
Landset et al. [47] 2015 comparison of engines including MapReduce, Spark,
Flink, and Storm.

Flink gives the results with a combination of batch
and streaming models.
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channel to accurately forecast the future and maintain
resources in terms of human capital management [54].

5.2. Medical Field. Healthcare analysis aims to assist doctors
in making data-driven decisions in proper time and improv-
ing patient care [55, 56]. This is more effective in the sce-
nario of one who has a long medical history and is
suffering from several health issues [57]. New AI systems
and technologies would also be able to anticipate who is at
risk of diabetes, allowing for additional screenings or weight
control to be recommended [58].

5.3. Mobile Communications. Mobile service providers can
inspect network speed and control the whole network using
network analytics, which is a huge concern in telecom [59].
This enables network faults to be resolved in a matter of
minutes while also improving service quality and customer
satisfaction. With the proliferation of smartphones,
location-based support services can be supplied to customers
upon demand, based on analysis of real-time location and
behavioral data [60]. This could increase the number of peo-
ple who use mobile services [40].

5.4. Economic Firms. Financial analytics provides compelling
chances to improve predictive modeling and better predic-
tion of rates of return and investment effects. More precise
forecasts and the capacity to lessen the inborn perils of mon-
etary exchange result from admittance to large information
and more noteworthy algorithmic information. Companies
are attempting to comprehend client needs and preferences
to guess future behaviors, grow in sales leads, utilize new
channels and technology, meet consumer needs, and
enhance customer satisfaction [61-64].

5.5. Customer Practice. The marketing functions of social
media are constantly being investigated and employed now-
adays, and their economic value is more apparent. New busi-
ness trends in social media are moderately obtaining
acceptance and popularity among consumers. Entrepreneurs
can master even more extensive personal information about
consumers through social media, which allows them to cor-
rectly assess their personal preferences, activities, and other
information, allowing them to effectively address deep needs
and access potential demands [60].

5.6. Business Marketing. The more information a company
gathers, the more opportunities it has to make a pave in
marketing, provide better services, increase consumer inter-
action, boost its brands, and reach the right people. Adver-
tising is also an important aspect of marketing. In fact,
marketing can be grown by advertising products in numer-
ous channels [32]. Therefore, if a company adopts a practical
approach to the data it collects from various channels, it can
change the entire marketing strategy through data analysis.

5.7. Law Enforcement. Using historical data, such as kind of
crime, location, scheme, social media data, drone, and
smartphone tracking, law enforcement officers attempt to
forecast the next crime site [65]. The police agency could

determine the spatial association between crime sites and
environmental factors.

5.8. New Product Development. The process of introducing a
new product involves a lot of trial and error. Big data elim-
inates guesswork and aids in the development of perfectly
suitable through effective management [66]. It makes to
achieve product optimization, time and cost reduction, and
service offering that would lead to less supervision and
latency reduction; therefore, the minimum amount of
resources is required [67].

5.9. Banking. In service delivery and operations, the banking
sector has progressed by leaps and bounds over the past few
decades [68]. Remarkably, most banks have not been able to
utilize the data stored in their systems. Through proper data
analysis, bank scans achieve fraud detection, prevention,
customer segmentation, risk management, and recognized
product offerings [69].

5.10. Education. In education, the pedagogical judgments
made by a committee to assess a student’s knowledge of
the content or structuring of a course may have more impact
on student learning and graduation rates [70]. This increases
learning efficiency and not only enhances the student’s expe-
rience but it also helps to evade some of the educational sys-
tem’s needs [71]. Data analytics opens up new possibilities
for improving education by assisting instructors and stu-
dents in making better decisions earlier in the learning pro-
cess. Developments in applying data science to drive process
innovation are rapidly expanding.

5.11. Emotional Analysis. The magnification of various social
association networks produces huge data related to emo-
tional analysis. It is a procedure of measuring peer emotions,
thoughts, and results used to draw out effective information
[71]. Machine learning algorithms play a meaningful role in
this process; algorithms like SVM, K-nearest neighbor,
genetic algorithm, ANN, and random forests can be used
to facilitate this analysis [72].

6. Big Data Challenges

Big data originated with autonomous sources is heteroge-
neous, large-volume, distributed, and decentralized control
and seeks to explore complex and evolving relationships
among data [73].

Innovative data analysis tools and techniques must be
required to meet large-scale data set analysis challenges
and targets [74]. Therefore, we require a potential frame-
work that meets processing speed and scalable storage sys-
tems for large-scale datasets. A lot of good research has
been done to overcome these issues [75, 76]. Key challenges
are categorized as data characteristics V’s, process, and man-
agement challenges.

6.1. Data Characteristics: V. Big data producing data on a
large scale poses three significant problems. They are data
volume, velocity, and a variety of data. These are referred
to as the 3 V-model of big data. Further, the model has been
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TaBLE 2: The V models.
S no. Model name V-full forms
1. 3V’s Volume, velocity, variety
2. 4V’s 3 V’s+veracity.
3. 5V’s 4 V’s+value.
4. 7V’s 5 V’s+variability and visualization.
5. 10 V’s 7 V’s+validity, vulnerability, and volatility.
6. 13 V’s 10 V’s+vocabulary, vagueness, venue.
13 V’s+vane, vanilla, vantage, variability, varifocal, varmint, varnish, vaticination,
7. 42 V’s vault, veer, veil, versed, vexed, victual, viral, virtuosity, viscosity, vivify, voice,
voodoo, voyage, vulpine, valor, verdict, version control, vibrant, vet, vastness, and visibility.
3 51 Vs 42 V’s+verification, verbosity, versatility, voluntariness, virtualization, violation,
’ vitality, verve, and venturesomeness.
Bigdata tools
Storage Processing Visualization
| | | |
Batch Storage Stream Graph Visualization
processing processing processing processing processing

FIGURE 4: Big data processing tools classifications.

extended as 4 Vs, 5 V’s, 7 V'S, 10 V’s, 13 V’s, 42 V’s, 44 Vs,
and 51 V’s [77, 78], as shown in Table 2.

6.2. Process Challenges. These are related to processing and
analyzing large datasets. It creates a major challenge, as the
data is available in various forms and changing it into a suit-
able form for analysis is a challenging task. It involves data
acquisition and storage, preprocessing, data analysis, model-
ing, and data visualization.

6.3. Management Challenges. These are related to the chal-
lenges encountered by an organization which are related to
the privacy, security, and governance of data. These are also
faced due to a lack of skilled experts who are well known for
the trending tools and techniques. To place the appropriate
method for dealing with each phase of data. Security is
always a major concern as data is highly confidential such
as financial and military data.

7. Tools for Big Data Analysis

The computational tools for big data are used to process data
at different levels, which will help integrate and analyze var-
ious processing mechanisms. Big data software tools extract
information from many data sources and process it. In con-
ventional databases, tracking this data is quite challenging.
As a consequence, we can employ tools to manage data
[74]. Most of the big data technology logos include jungle
animals. Logos are intended to signify something and often

have a backstory. Big data can be represented with an ele-
phant image that expresses that it is giant, intense, and com-
plex to handle. Some more examples include pig, hive, and
zookeeper. The evolution of tools required latency, through-
put, fault tolerance, usability, resource expense, and scalabil-
ity. Major classifications of processing tools are shown in
Figure 4.

Before choosing a tool, one has to check the following
aspects:

(1) License cost
(2) Customer service quality
(3) The expense of teaching staft

(4) The tool support and updates the policy of the ven-
dor’s software requirements

(5) Company assessment

7.1. Taxonomy of Tools

7.1.1. Storage Processing. The quick expansion of informa-
tion requires more stringent data storage and management
requirements [79]. The management and storage of large-
scale data sets while maintaining data access dependability
and availability are said to as big data storage. Major con-
cepts include substantial storage systems, distributed storage
solutions, and effective data storage mechanisms. On the one
hand, the storage architecture should provide dedicated
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Storage processing tools
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. GFS HDES
Memsql

FIGURE 5: Storage processing tool statistics.

space for information storage; on the other hand, it needs to
provide a robust, accessible interface for queries and under-
standing large amounts of data [80]. Data storage devices are
traditionally used as auxiliary server equipment to store,
manage, search, and analyze data using structured RDBMS.
With the rapid improvement of data, data storage devices
are getting more significant, and numerous internet compa-
nies are pursuing large storage capacities to stay competitive.
As a result, there is an additional demand for data storage in
research. For storage processing analysis, tools considered
are GFS, HDFS, spanner, memSQL, Google Bigtable, Sqoop,
and Flume, and among them, Figure 5 presents the popular
storage processing tools statistics.

7.1.2. Batch Processing. Batch processing is essential for com-
panies to manage massive amounts of data effectively. Par-
ticularly well suited to working frequent repetitive chores
like accounting, the fundamentals of batch processing are
the same in every business and for every project [70]. It
has become prominent due to its numerous benefits in the
field of enterprise data management. Batch processing has
several advantages for businesses. Efficiency, when comput-
ing or other tools are readily available, helps process jobs.
Companies can schedule batch operations for jobs that are
not as urgent and prioritize time-sensitive jobs [81]. It can
also be processed in the background to lower the processor
burden. Compared to stream processing, batch processing is
a less sophisticated system that does not require particular
hardware or system support for data entry [44]. It requires
minimal maintenance. For batch processing analysis, consider
the following tools: Hadoop, Dryad, Mahout, Jaspersoft, Pen-
taho, Skytree Server, Tableau, Karmasphere, Talend, and
MapReduce, and among them, Figure 6 presents the popular
batch processing tools statistics.

Batch processing tools

42%

Tableau [ Dryad
I Hadoop [ Talend
Map reduce

FIGURE 6: Batch processing tool statistics.

7.1.3. Stream Processing. The majority of data is now created
in the structure of a stream. Batch data is just a snapshot of
low-level data taken at a specific point in time [44]. In this
perspective, data is delivered rapidly, one instance at a time,
and algorithms must analyze it in a single pass while adher-
ing to very severe space and time limits [82]. Streamlining
algorithms apply probabilistic assurance to provide quick
estimated results [83]. Settings in the streaming paradigm
have been developed and abstracted by researchers.

On the one hand, MapReduce is unsuitable for express-
ing streaming algorithms [84]. On the other hand, conven-
tional online algorithms are constrained by the memory
and bandwidth of a single console. DSPEs (distributed
stream processing engines) are a new breed of MapReduce-
inspired technologies that aim to solve this problem [85].
These engines enable parallel computing to be expressed as
streams, combining multiprocessor scalability with the effi-
ciency of streaming algorithm techniques [86]. For stream
processing tools analysis, considered the following tools:
Storm, S4, SQLstream s-Server, Splunk, Apache Kafka, SAP
HANA, Samza, Flink, Samoa, Millwheel, heron, cloud-based
streaming, Amazon Kinesis, s2, Microsoft Azure, and IBM
streaming analysis. Among this, Figure 7 gives a statistical
view of popular stream processing tools.

7.1.4. Graph Processing. Graph analysis can be employed to
produce recommendations and customization models for
customers and to take critical decisions based on the data
analysis findings [87]. This helps the enterprises potentially
guide customers to buy their products, marketing approach,
and customer service behavior. Several scenarios present
graph databases as a more suitable match for data man-
agement than relational databases and other NoSQL data
storage [83].

Graph data solutions assist in detecting fraudulent trans-
actions in a payment processing application using related
data that comprises people, transactions, products, and
events. Topic modeling entails approaches for grouping doc-
uments and extracting thematic representations from the
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FIGURE 7: Stream processing tool statistics.

Graph processing tools

I Neodj Giraph
Power graph [ Gelly
[ Orient DB

F1GURE 8: Graph processing tool statistics.

information included in those sources [88]. In social net-
work applications, the shortest distances and pathways are
also significant. They can be used to determine the network
importance of a specific user. Closer users are more relevant
than those distant away, as can be predicted. For graph pro-
cessing tools analysis, considered the following tools: Neo4j,
Orientdb, power graph, Gelly, Giraph, GraphLab, Hama,
GraphX, and Pregel. Among this, Figure 8 gives a statistical
view of popular tools in graph processing.

7.1.5. Hybrid Processing. Hybrid process systems incorporate
both batch and stream processing mechanisms, which incor-
porate processing units that are functioning at their opti-
mum efficiency to execute one or more process jobs.
Combining the APIs and related components, it facilitates
multiple data processing procedures [89]. Due to its sustain-

Wireless Communications and Mobile Computing

Visualization processing tools
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Raw tool
M Time line
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FIGURE 9: Visualization processing tool statistics.

able and innovative processing choices, it has become a
choice for many complex operations.

7.1.6. Visualization Processing. Data visualization is one of
the essential instruments for determining a qualitative
understanding. It can be used to convey and highlight the
key relationships in layouts and charts that are more useful
to stakeholders to measure the correlation or significance
[46, 54, 78, 90]. This might be useful when examining a
dataset and retrieving features about it, and spotting pat-
terns, corrupt data, outliers, and other things [38]. For anal-
ysis of visualization, processing tools considered the
following: D3, raw graphs, Google charts, modest maps,
open heat map, color brewer, datawrappers, digraphs,
chartjs, charted, infogram, chart blocks, polymaps, and
ember charts, and among this, Figure 9 presents the popular
tools for visualization processing.

The above pie chart resembles popular tools in storage,
batch, stream, visualization, and graph processing that are
used in various application areas such as health, finance,
social communications, business, and industrial areas for
analysis. It also considers different literature papers and
Google Trends data. The analysis in Figure 10 will be helpful
in selecting the appropriate tool for a specific sector.

8. Future Directions

The results of this methodical study address various implica-
tions for the researchers who consider further exploring the
consequence of big data technology and tools. In addition,
this study will also contribute comprehensive information
to practitioners who are involved in developing and using
big data analysis and techniques to improve the quality of
their services. It enables researchers to identify areas where
further research efforts are needed. It is evident that even
though several research works deal with the development
and evaluation of advanced analytical techniques, there is
still a dearth of information on the implementation of data
analytics. By combining data analytics with machine learn-
ing, world can obtain more productive results. Big data tools
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FiGure 10: Popular tool and application areas.

have also started adopting new technologies to facilitate the
users, but it is still required new tools to face new challenges
arising from various application fields.

9. Conclusion

Technology has ushered in a new era of progress over the
past two decades. This research study conceptualized the
big data importance analysis of both structured and unstruc-
tured information using various tools. It is regarded as the
foundation for all decision-making responsibilities and has
become an essential component in the majority of company
operations. The continuously growing nature of user’s day-
to-day activities in various sectors brings new concerns to
the world. So always, data scientists can combine data with
numerous new emerging methodologies to solve users’ prob-
lems [91]. There is a need to build new standards to make
better information systems. V’s and 6S aid in becoming
aware of big data features and APIs that allow clients to
make potential strategies for adaptable outcomes. To prop-
erly manage massive data, working through parallel process-
ing gives effective results. In the future, there may be scope
for enhancing big data V’s as there are more than 100 V’s,
as well as researchers need to do more explorations in this
field. In the case of tool analysis, nearly 50 popular tools
were considered. In the subsequent works, we would like
to extend it with more tools along with PPML concepts.

Data Availability

The data supporting this systematic review are from previ-
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