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Time series are widely used to record information in applications developed with Internet of Things (IoT) devices, where sensors
are used to collect large amounts of data. These devices, even with the exponential technological evolution of the last years, present
limitations for the handling of this data given the enormous volume of data collected. Low storage or processing capacity and
environments with restricted connection resources make it difficult to manipulate and transmit information. In this context,
compression of information collected in the format of time series can be an alternative to reduce the amount of data handled by
devices. However, given the peculiarities of IoT devices and applications, the compression process cannot be more costly than
handling raw data. To identify the existing solutions to compress time series for IoT applications. In this paper, we present a
descriptive systematic literature review on this topic. Based on a well-defined protocol, 40 papers were selected for review to analyze
the strategies used, as well as performance and limitations. In this review, we aim to identify different approaches to solving the
problem of data compression in the context addressed, as well as identifying directions for future research. The use of performance
metrics in the reviewed papers was also reported in detail, to better understand how the authors compare their solutions to others.
Additionally, the relationship between time series compression and machine learning (ML) techniques was highlighted. Being
aware of the state-of-the-art in time series compression solutions for IoT can help us project future trends and challenges regarding
this process and also to identify which algorithms, methods, and techniques can best be used in combination with ML models, the
purpose inherent to the IoT context.

1. Introduction

Nowadays, data compression is a major challenge for com-
puter scientists. With big data, problems regarding storing,
communicating, and processing large amounts of data have
increased. Furthermore, the last decade has seen a great evo-
lution of devices based on the Internet of Things (IoT) con-
cept and the increasing use of these devices for data collection
[1]. In this context, data are collected by different sensors,
manipulated by a wide range of devices with different archi-
tectures, and sent through different communication net-
works. One of the most commonly used formats in IoT
applications is time series due to its property of storing tem-
poral records around measured variables.

Time series has been widely used for storing sensor data
[2], especially after the recent technological evolution in
mobile and embedded computing, incorporated into the
concepts of edge and fog computing. However, although
the recent technological progress of these devices is notable,
the large volume of data collected still presents itself as a
challenge to be overcome by the applications that manipulate
this data.

In the vast majority of applications with IoT architecture,
data are collected at the edge layer, transmitted through the
fog layer, sent to the cloud layer for some heavier processing,
and later returned to the lower layers. During this cycle, it is
necessary to store and transmit a large volume of data on
devices with limited resources. For this, it is important that
there are alternative ways to represent the collected data to

Hindawi
Wireless Communications and Mobile Computing
Volume 2023, Article ID 5025255, 23 pages
https://doi.org/10.1155/2023/5025255

https://orcid.org/0000-0001-7160-3720
mailto:marcosjr.sm@gmail.com
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/5025255


minimize the demand for resources [3]. Thus, it is essential
to investigate alternatives that enable an efficient manipula-
tion and use of these data, aimed at IoT applications, given
the particularities of this context.

Temporal data compression is an inherent theme of
computing, regardless of the era [4]. New data formats
emerge new alternatives for manipulation as well, and with
the technological evolution of recent years, especially in IoT
devices, the number of solutions to this issue has increased.
Thus, this knowledge must be gathered, organized, and cate-
gorized to help researchers in the development of alternative
approaches, as well as to identify the major research gaps that
still exist. Following the evolution of IoT devices and appli-
cations, as well as market requirements, many studies have
been developed in recent years to find alternatives to com-
press time series in the IoT context, providing better use of
available computational resources. Thus, to better under-
stand this topic and catalog existing knowledge, we have
performed a systematic literature review (SLR).

1.1. Related Work. Some works related to the main topic of
this SLR are presented below. There are many works, such as
reviews and surveys, related to data compression, however,
few focused on time series and the IoT context.

Jayasankar et al. [5], the authors present a survey on data
compression, dividing and comparing the solutions found
according to the type of data (text, audio, image, and video).
As major contributions, the authors point out important
research directions, highlighting the trend toward the explo-
ration of artificial intelligence (AI). Both when using com-
pressed data in machine learning (ML) tasks and using AI
techniques to compress data, the authors assume an increase
in using this technology to seek improvements in aspects
such as efficient representation, reduction of computational
complexity, and memory management.

Concerning time series compression, Chiarot and Silvestri
[6] presents a survey focused on this subject, classifying the
algorithms based on how they work and creating a taxonomy.
They divided the 15 found algorithms into dictionary based,
functional approximation, autoencoders, sequential algorithms,
and others, evaluating and comparing them on aspects such as
adaptability, symmetry, and loss. The authors performed an
analysis, based on metrics such as compression ratio and speed,
and highlighted the positive and negative points of the solutions,
summarizing the best application for each technique.

About the data measured by sensors, Wen et al. [7] pre-
sents a study on the compression techniques for smart meter
big data. The focus of the work is on electrical measurements
in smart grids, using the time series format, and they address
some compression methods for this type of data in this con-
text. They detail the operation of some algorithms and intro-
duce the advantages and disadvantages of each compression
method, comparing the results obtained with the methods
applied to data in the context of smart metering. As the main
conclusions of the article, the authors highlight the impor-
tance found in the compression experiments to avoid the
communication overhead and storage needs of data centers.
They also highlight the need to monitor the evolution of

application requirements to balance the tradeoff between
compression rate, information loss, and efficiency.

Given the evolution in the IoT area in recent years at an
exponential speed, no systematic reviews of this nature were
found on this topic, especially using well-defined protocols
for conducting and reporting results. In the same sense,
given the expansion of research possibilities, recent works,
which deal with current technologies, also do not cover all
relevant gaps. Mainly due to the relative novelty of the IoT
and the constant technological revolution, it is necessary to
follow the evolution of time series compression solutions, as
well as their application particularities. Thus, to our best
knowledge, it is presented here this SRL, concerning time
series compression for IoT applications, to bring together
many developments in the last 7 years on this topic, due to
the concentration of publications in this period, observed by
preliminary research.

1.2. Contributions and Research Structure. This work aims to
propose an investigation of alternatives to represent time
series in a compressed way, to identify the means of reducing
the volume of this data. Allied to this, we seek to identify
alternatives suitable for the IoT context and that do not
compromise the quality of information, in the direction of
enabling the use of compressed data in the applications for
which they were collected, usually ML activities, in model
training and data classification. The main contributions of
this systematic review are the following:

(i) Summarize the main research published in the last
7 years regarding time series compression for IoT
applications;

(ii) Discuss the main solutions (algorithms, techniques,
and strategies) found for time series compression for
IoT;

(iii) Discuss the main metrics used to evaluate the solu-
tions proposed by the reviewed papers;

(iv) Identify the state-of-the-art on time series compres-
sion solutions for IoT applications;

(v) Highlight open perspectives and future research
directions about time series compression for IoT.

This article is structured in six sections, as follows; Sec-
tion Background provides the necessary background for
understanding the review through an overview of the con-
cepts; Section Research Methodology presents the proce-
dures and artifacts of the SLR, according to each stage;
Section Results detail the studies selected for the review
and discuss them; in Section Review findings and discus-
sions, a discussion of future research directions is presented
based on this review, finally, Section Conclusion presents the
conclusion of the paper.

2. Background

This section presents an overview of the concepts covered in
the paper, to contextualize the reader in the review’s scope
and to help to understand the research findings.
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2.1. Internet of Things. The concept of the IoT can be defined
as single identity objects operating in smart spaces capable of
any time, anywhere, by anyone, and any service to commu-
nicate in different contexts [8]. Technological advances in
recent years have expanded the connectivity and computa-
tional power of various devices, enabling them to integrate
systems under the scope of IoT and increasing the number of
IoT solutions in different contexts.

To better understand the operation of IoT applications, it
is essential to know the application layers inherent to this
context. Figure 1 presents a description of the layers, accord-
ing to Al-Fuqaha [9]. IoT applications work in three layers:
cloud, fog, and edge. The cloud layer, furthest from the end
user, provided by a cloud server, is responsible for storing
large volumes of data and heavy processing. The middle
layer, called fog, is made up of devices with limited resources,
which can perform a certain level of processing, being also
responsible for communicating devices with the cloud server,
as well as coordinating interactions between devices. Finally,
the edge layer closest to the user usually encompasses data
collection devices, such as sensors or mobile devices. The
closer to the end user, the greater the number of applicable
devices, represented in the figure in the order of thousands of
devices in the cloud layer, millions in the fog layer, and
billions in the edge layer.

Connecting things with different resources to the inter-
net means catalyzing the emergence of new applications and
the use of devices such as sensors in contexts such as smart
cities, healthcare monitoring, smart homes, and smart farms,
among others. These applications are based on decision-
making systems, supported by the main characteristic of
IoT devices, which is to be an automated data collector.
Data collection through sensors, combined with data proces-
sing techniques such as artificial intelligence, enables the
automation of tasks such as monitoring objects and environ-
ments, detecting changes in sensed environments, acting in
the environment through other devices, and other diverse
possibilities of actions that can be triggered from sets of rules
defined for a system.

As a result, challenges also emerge from this process:
regulation, standardization, and security mechanisms are
essential to guarantee the quality of the data collected [10].
The data provided by the objects can present imperfections

(sensor calibration), inconsistencies (out of order, outliers),
and be of different types (generated by people, physical sen-
sors, and data fusion). Furthermore, they can grow in volume
in a short period, given their automated sensing nature.
Thus, applications must be able to deal with these challenges
in IoT environments [11].

In this scenario, the possibility of new applications is grow-
ing, as well as the need to monitor the challenges of connecting
a wide range of things to the internet. Allied to this, it is impor-
tant to always consider the restrictions of IoT devices, such as
processing, autonomy, and limited memory, which highlight
the importance of the continuous and updated study of these
technologies.

2.1.1. Cloud. Cloud computing is an environment in which
computing resources are used remotely over the internet,
making it possible to use software or services that are not
installed directly on the local computer. The technological
evolution of recent years has made it possible to offer,
through cloud services, infrastructure, and support for the
development of various applications, such as IoT systems. Its
widespread technologies make it possible for a customer to
build their private cloud and exploit public ones. In this layer,
there are cloud servers, where applications such as software,
search tools, storage centers, and data processing are available.

Among several advantages, from a development perspec-
tive, cloud services allow developers not to spend efforts on
issues such as network infrastructure [12]. Cloud computing
is a model for enabling ubiquitous, convenient, on-demand
network access to a set of configurable computing resources
(e.g., networks, servers, storage, applications, and services)
that can be rapidly provisioned and released [13]. Therefore,
it is an environment with wide distribution and various
forms of access, since it can be reached by other components
of the application over the Internet.

2.1.2. Fog. Fog Computing is a concept that aims to distribute
advanced storage, network, and management services closer
to end users [14], sending information from IoT devices to
Cloud Computing, forming a distributed and virtualized
platform [15]. Fog Computing introduces a new architecture
that brings processing to the data, while the cloud brings the
data to the processing [16]. In this layer, devices such as
small board computers are commonly used, due to their
ability to perform a certain level of processing.

One of the main goals of fog computing is to reduce
latency to enable ultra latency-sensitive applications. This
type of application requires low end-to-end latency and,
therefore, the components or processing units that make
up such applications cannot be completely executed in the
cloud. Besides communication latency, the problem of net-
work congestion is also addressed here. This problem is quite
common in cloud-centric solutions, as the cloud is several
hops away from the data-producing devices and the data has
to travel through different links that are shared by different
users and applications [17].

2.1.3. Edge. Edge Computing is a computing model that
allows you to store and process data closer to the end user.

Cloud | Data centers

Fog | Nodes

Thousands

Millions

BillionsEdge | Devices

FIGURE 1: Distribution of IoT layers and devices (this image and
other very similar representations are popular on the Internet. Al-
Fuqaha [9] we found a description of the layers).
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Edge Computing has emerged to deal with the demands for
traffic and data processing, which have become increasingly
voluminous and growing [18]. In general, Edge Computing
emerged as a solution for cases where IoT devices are in
situations of limited computing resources, such as poor con-
nectivity. In this layer, the most common devices are sensors
of different types, capable of collecting data from the envi-
ronment where they are inserted.

In addition, Edge Computing makes it possible for part
of the computation necessary for an application to be per-
formed at the edge of the network, that is, on devices closer
to the users’ devices, such as routers, switches, and base
stations. In this context, devices consume and produce
data. They request resources and services from the cloud,
but also perform computing on the cloud [19].

2.2. Time Series Compression for IoT Applications. Time
series is applied in a wide variety of contexts, being, there-
fore, the subject of research for a long time in computer
science. One of the main challenges in handling data in
this format is often the large volume of data expressed by a
time series. A large volume of data means a great need for
computational resources, whether to store, manipulate, or
transmit this data, which makes the investigation of time
series compression relevant.

There are several strategies for data compression [20],
many of them applied to time series. Methods to reduce the
volume of data in a time series format can be used for general
purposes or to preserve certain characteristics of the data sets,
depending on the context in which these data are inserted. In
some contexts, such as the IoT, it may be quite desirable to find
a compression strategy that is capable of reducing the volume
of data with guarantees that its quality is not compromised. The
biggest challenge in this process is IoT devices, characterized
mostly by the limitation of computational resources.

Driven by recent technological developments, applica-
tions that use IoT systems today are applied in several areas.
One of the most prominent applications of IoT devices is in
agriculture. The use of IoT sensors and systems in this area,
for example, has enabled increases in productivity, cost
reduction, and sustainable consumption of natural resources.
In this environment, considerable equipment is used, causing
a variety of data sources at high frequency and manipulated
by very different devices. For this reason, many techniques
have been developed over the years to balance the tradeoff
between volume reduction, compression cost, and data qual-
ity. Balancing this equation is an important research focus
for many researchers and this review meets this need, sum-
marizing the state-of-the-art research on this topic.

3. Research Methodology

SLRs are an efficient way to synthesize prior knowledge on a
topic of interest, addressing trends, challenges, and research
gaps [21, 22]. Among the different types of SLRs, this paper
presents a Descriptive Review, according to the typology pre-
sented in [23], to bring together the state-of-the-art solutions
that deal with the challenge of time series compression in IoT
applications. Therefore, for a descriptive review, the protocol
chosen by the authors was defined by Kitchenham et al. [24],
given its applicability to this type of review, its focus on soft-
ware engineering, and its relevance in Computer Science. In a
complementary way, to increase the reliability and robustness
of the review presented in this paper, the RODA [25] protocol
was also used. RODA is a computer science research guide-
line, which aims to help researchers from the conception and
execution of the work to the presentation of results.

Thus, the SLR, according to Kitchenham et al. [24], has as
major objectives: to synthesize existing evidence regarding a
topic; identify gaps in current research to suggest future
research; and provide a background to position recent research
activities. The systematic review process followed comprises
three stages [26]: Planning, Conducting, and Reporting, as
shown in Figure 2. In the first stage, the planning, the review
protocol is defined, which contains the motivation for the
review, as well as the research questions, search string, research
bases, and criteria for inclusion and exclusion of studies. In the
second stage, the conducting, based on the previously defined
protocol, the search and selection of the studies is performed,
followed by the quality assessment and data extraction of the
selected studies. In the third stage, reporting, the main report is
constructed, a summary of the information extracted from the
selected studies. Based on this report, research gaps and future
research directions about the review can be observed. The
details of the review steps are described in the next section of
this paper. Each step of the SLR is described in a high level of
detail, aiming to improve the reproducibility of this study.

Since it is a nontrivial process, which can be complex and
lead researchers to analyze a large volume of data (according
to the topic researched), several authors, such as [27], suggest
the use of electronic tools, such as reference libraries, spread-
sheets, and tools to automate the steps of the review, as a way
to increase the reliability of data manipulation and, the cred-
ibility of the review. The main software used to perform this
review was Parsifal (https://parsif.al/), a free online tool,
designed to support researchers in conducting SLRs in the
context of Software Engineering and chosen primarily for
providing a shared online workspace, unlike other tools
that work locally. This possibility was significant since this

1 Planning
– Identify the need for a review
– Specify research questions
– Develop a review protocol

2 Conducting
– Primary studies selection
– Study quality evaluation
– Data extraction

3 Reporting
– Data synthesis
– Result interpretations
– Write review report

FIGURE 2: Systematic literature review process [26].
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review was carried out remotely by the authors, because of
the health crisis caused by the coronavirus pandemic. Parsi-
fal is a powerful tool, which helps in documenting the entire
process, as well as allowing integration with reference man-
agement tools, such as Mendeley (https://www.mendeley.
com/) and Zotero (https://www.zotero.org/), also used in
this systematic review. We use over one reference manager
due to different formatting in the references extracted from
different research bases. In the process of exporting refer-
ences from the research bases and importing them into Par-
sifal, the BibTex (http://www.bibtex.org/) format was used
and, due to character encoding problems, we used Mendeley
for some bases and Zotero for others, according to the output
format of references in each case. Besides the aforementioned
tools, Google Sheets (https://www.google.com/sheets) spread-
sheets were also used, mainly for the extraction and record-
ing of quantitative data, as well as the generation of graphics.
Relevant details on the use of these tools at each stage will
also be presented below.

3.1. Planning. The planning of a systematic review begins with
the definition of an artifact that will serve as a guide for the
procedure of the following steps, called a Protocol. The proto-
col contains fundamentally the definition of the objective, the
PICOC form, the research questions, the keywords used in the
search, the search string, the databases used for research, and
the inclusion and exclusion criteria for studies. For the
protocol construction, the concepts presented in [26] were
followed, since they are the same definitions used for the
construction of the Parsifal tool, for recording the information
and procedures of the systematic review.

3.2. Objective and PICOC. Based on the motivations previ-
ously presented, the main objective of the systematic review
was: Identify the state-of-the-art in time series compression
solutions for IoT applications.

According to the literature, PICOC stands for popula-
tion, intervention, comparison, outcomes, and context. For
this work were defined: population as published studies
about time series compression; intervention as solutions for
time series compression; outcome, identification of time
series compression solutions for IoT applications; and con-
text, the primary studies about IoT applications using time
series; the comparison was not applicable in this context.

3.3. Research Questions. Research questions help to specify
the focus for the selection of primary studies, as well as data
extraction and analysis. They were constructed to provide a
better understanding of the selected papers, as well as to
guide the authors in reporting an overview of the topic.
Besides mapping existing solutions, and classifying and
understanding them, a question related to agriculture was
also included because it is a relevant work in front of the
research group. Because the institutions of the authors
involved in this review have many agricultural research
groups, the results of this review can be used for the devel-
opment of new case studies, such as the works reported in
published papers [28, 29].

Hence, the following are the research questions described
in this study:

RQ1:What solutions are there for time series compression
in IoT applications?
RQ2: How can these solutions for time series compression
in IoT applications be classified?
RQ3: What metrics are used to evaluate the performance
of the proposed solutions?
RQ4: How are the proposed solutions compared?
RQ5: Which of these solutions can be used in machine
learning?
RQ6: What factors motivate the use of time series com-
pression solutions in IoT applications?
RQ7: In what context were these solutions developed?
RQ8:Which of these solutions were developed in agriculture?

3.4. Keywords, Search String, and Databases. The keywords
were extracted from the previous definitions, such as research
questions, population, intervention, and context. They were
used to build the search string. These were the keywords (K)
and synonyms (S) defined for this review:

K: compression—S: compaction, reduction
K: internet of things—S: internet-of-things, IoT
K: time series—S: temporal series

The search string was formed by the keywords and their
synonyms and used as input for the search in the databases,
with the view to return the studies related to the theme of the
review. Good search results go through the definition of an
appropriate search string. At this stage, tests were performed
in a cyclical and revised way by all authors, for each combi-
nation of keywords that appeared mostly in the control arti-
cles. Control articles were the works shown by experienced
researchers in the area and the most present in the related
work. In general, terms were observed for the quality and
quantity of the returned articles, as well as their relevance for
the review, and then used the best combinations of words to
define the final string. Excellent use of Boolean AND and OR
operators was essential to separate keywords and synonyms
to improve search research results. The search string defined
for this review is shown below:

Search string: (“time series” OR “temporal series”) AND
(“compression”OR “compaction”OR “reduction”)AND (“inter-
internet of things” OR “internet-of-things” OR “IoT”).

The defined search string was used in the following data-
bases, chosen based on their relevance to the area of Com-
puter Science:

ACM Digital Library: http://portal.acm.org
IEEE Digital Library: http://ieeexplore.ieee.org
Scopus: http://www.scopus.com
SpringerLink: https://www.springer.com
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3.5. Inclusion and Exclusion Criteria. The study selection
criteria aim to identify the primary studies that provide
direct evidence on the research questions [26]. For reducing
the likelihood of bias, the selection criteria decided upon
during the protocol definition were also refined during the
review process.

Regarding the period considered for this review (after
2016), during the calibration of the protocol, a low volume
of publications on the topic outside this range was observed.
This decision is justified because the dissemination of IoT
devices has been concentrated in recent years, as a result of
technological evolution and, consequently, a reduction in the
cost of the devices.

In this way, the inclusion and exclusion criteria defined
for this review are listed below.

3.5.1. Inclusion Criteria

CI1: articles returned from string search
CI2: articles that present a time series compression solution
CI3: articles using compressed data in machine learning
applications

3.5.2. Exclusion Criteria

CE1: articles published before 2016
CE2: duplicate articles in search bases
CE3: articles with secondary or tertiary studies
CE4: articles with lecture notes, conference reviews (not
research papers), and short papers (less than 4 p.)
CE5: articles that do not use time series as data format
CE6: articles with research focused on training and classi-
fying machine learning models
CE7: articles that do not present implementation or
experiments of the solution proposed
CE8: articles without access to the full text

3.6. Quality Assessment Checklist. Besides defining the crite-
ria for the selection of studies, the next step was to define
some questions to assess the quality of the studies returned
from the search. These questions help to give weight to the
most relevant studies for review and filter those that are not.
Questions QA1–QA9 aim to help researchers to observe
aspects such as the focus and motivation of the work if
experiments were carried out to validate the proposals, which
metrics were used, and the context in which the solution was
developed. A specific question (QA8) was included here
regarding the agricultural context, as it is a topic of special
attention and future interest of the research group. The eval-
uation questions used in this review are listed below.

QA1: Does the study present a solution for time series
compression?
QA2: Is the solution focused on IoT applications?
QA3: Are the purpose and functioning of this solution
presented (algorithm steps, source code)?

QA4: Do the authors present the metrics used to evaluate
the proposed solution?
QA5: Do the authors discuss the limitations of the pro-
posed solution?
QA6: Does the article present an experiment to show the
application of the proposed solution?
QA7: Do the experiments presented include comparisons
with other solutions?
QA8: Do the experiments include the application of the
proposed solution in the agricultural context?
QA9: Did the authors explore the proposed solution in
machine learning applications?

A value was assigned to each question and a minimum
grade was set, so a study must achieve that grade to be
considered in the review. The possible answers to the ques-
tions were yes, partially, or no, with each answer being
graded with a score of 1.0, 0.5, and 0.0, respectively. There-
fore, the score for each study could range from 0.0 to 9.0,
once nine questions were defined. A cutoff score of 5.5 was
also defined, based on the best practice guidelines.

3.7. Data Extraction Form. For the data extraction step, a form
was built with questions to record the information in a struc-
tured way. The Parsifal tool also allows the definition of a
specific data type for the answers (string, boolean, and date)
and the configuration of multiple choice questions. Here, some
settings available in Parsifal were used, since extracting data in
this way enables the generation of some reporting artifacts,
such as graphics, in the tool. This is also a stage where rounds
of tests were carried out, to identify the suitability of the form,
according to the desired data to be extracted. The questions of
the data extraction form used in this review are listed below.

DE1: Authors and Institution information
DE2: Publication Date and Country
DE3: Do the article authors propose a time series compres-
sion method?
DE4: Name of the proposed solution
DE5: Solution type
DE6: Objective of the proposed solution
DE7: Is the solution applied to the IoT context?
DE8: Does it present experiments?
DE9: The metrics used in the evaluation/analysis
DE10: Does it show an improvement compared to other
methods?
DE11: Database privacy and URL (if available)
DE12: In what context was the method developed?
DE13:What is the objective of applying the method in the
agricultural context? (if applied)
DE14: Is Compression combined with machine learning?
What algorithms are used? (if applicable)

3.8. Conducting. The stage of conducting the SLR refers to
performing the search and selection of articles related to the
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topic, based on the definitions presented in the previous
section in the Protocol. The search for articles was performed
using the search string and predefined databases. The articles
returned by the search were then analyzed and labeled as
excluded or accepted for review, according to the inclusion
and exclusion criteria, also previously defined. Accepted arti-
cles were then evaluated according to the Quality Assessment
Checklist, to assign a grade to each article. Those who had a
score higher than the cutoff point went to the data extraction
stage, where the Data Extraction Form was then used.

3.9. Search and Filtering Process. The search for studies was
carried out through each database search engine, using the
CAFe [30] access via CAPES Journals [31]. The final search
was carried out in January 2023, therefore the review encom-
passes the period of full years from 2016 to 2022. After the
search, the article data were exported in BibTex format, from
the databases to reference management tools, such asMende-
ley and Zotero, for character normalization, due to differences
between the formats extracted from different databases. Once
normalized, the data were imported into Parsifal, so that the
review could then proceed with this tool. In Parsifal, after
analyzing the data from the articles, they were labeled as
accepted or rejected, as well as indicating the inclusion or
exclusion criteria related to the label.

The search string is usually composed of traditional
terms in the academic world to ensure that it returns the
main works on the topic. The search for articles has, as an
initial result, numerous returning articles. This also happens
because of the high number of articles stored and available in
the chosen databases. Hence, the objective of each phase of
study selection was to restrict the search scope, identifying
those studies that deal with the research problem of this
review. Table 1 then presents the data for each step of this
review, showing the number of articles returned at the begin-
ning of the review, as well as the number of articles excluded
after applying each exclusion criterion (CE columns) and the
QA form, up to the number of selected papers. Also, Table 2
presents the title and an identification number of all selected
papers, in alphabetic order.

First, Inclusion and Exclusion Criteria were used. The
Inclusion Criteria were used to delimit the search scope.
Then, the Exclusion Criteria were applied to specialize the
review. The initial filtering consisted of checking the first
four exclusion criteria (CE1, CE2, CE3, and CE4), individu-
ally and sequentially, referring to the date of publication,
detection of duplicate returns, and article category, where

articles that did not meet these criteria were excluded. After
this initial review, the filtering continues through the analysis
of other information about the articles, such as the title and
abstract, and, sometimes, when necessary, a dynamic reading
was performed. Then, were used the other exclusion criteria
(CE5, CE6, CE7, and CE8) to filter the articles. To reduce the
possibility of misunderstandings about the purpose and con-
tributions of the papers, the selection of studies was peer
reviewed, randomly. Thus, two authors performed the review
and classification of the paper and, in case of disagreement,
the other authors also performed a review and the final opin-
ion was discussed among all authors. After this step, the
remaining articles (88) were accepted for review.

3.10. Quality Assessment and Data Extraction. Accepted arti-
cles (88) were then evaluated using the Quality Assessment
Checklist, also in Parsifal. This form was defined in the pro-
tocol, as well as the cutoff point. The number of articles
excluded at this stage for not reaching the cutoff point is
also stated in Table 1 (column QA Cut). Those studies eval-
uated above the cutoff point (40) were then selected for the
data extraction step, as well as for detailed review and full
reading, as listed in Table 2.

The data extraction step was also performed via Parsifal.
In this phase, the previously defined Data Extraction Form
was used. All information was stored in the online tool and,
after the process, it was extracted in an electronic spreadsheet
format. Both the quality assessment and data extraction were
peer reviewed in parallel rounds by the authors, and after
that, the reviews were merged to guarantee the reliability of
the step.

4. Results

In this section, we discuss the results of the performed SLR,
presenting a summary of the articles selected for the review,
their characteristics, and pointing out differences between
the scope, context, and functioning of each solution. Further-
more, we discuss the research questions listed in the previous
section are answered based on the findings of this process.

4.1. References Synthesis. This synthesis brings together the
key ideas from each paper selected that were relevant to this
study. Table 3 presents a summary of information of selected
articles. In this table, each paper is referenced by an identifier
code (column Id/Ref ), the country of researchers and insti-
tutions (column Ctry), the solution type (column Type), as
well as the name of the proposed solution (column Name).

TABLE 1: The number of excluded articles at each step and the selected ones for the review.

Database Search Excluded papers Accepted QA cut Selected

CE1 CE2 CE3 CE4 CE5, CE6, CE7, CE8

ACM 904 60 18 147 158 489 32 19 13
IEEE 125 7 18 1 2 69 28 13 15
Scopus 180 7 68 6 23 60 16 11 5
Springer 603 47 1 125 5 413 12 5 7
Total 1,812 121 105 279 188 1,031 88 48 40
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Moreover, a brief explanation about the solution is presented
(column Proposed Solution), along with the main goal of
the solution (column Goal), the specific context in which
the solution was designed (column Context) and whether
the solution was combined with some ML technique and,
if not, which one (s) (column ML Alg).

Regarding the type of solution (column Type), the papers
were categorized into Algorithm (ALG), when a new algo-
rithm for time series compression was proposed; Technique
(TEC), when a technique was proposed, the use of over one
algorithm for compression; Extension (EXT), when the paper
presents an extension to an existing approach; and

Combination (CMB), when the paper presents the combina-
tion of traditional time series compression approaches. TEC
and CMB, at first, can be interpreted in a similar way, how-
ever the specialization between the two categories was to
identify original works that propose a new compression tech-
nique, separating them from those that only use existing
techniques, combining them in different ways.

Basic information for the identification of roles and a sum-
mary of their objectives are presented, highlighting some oper-
ating characteristics. The geographic data about the publications
were extracted to map the origin of the researchers and institu-
tions around the world that are publishing works related to the

TABLE 2: Selected articles for review after quality assessment and scores.

Id Title Sc.

A1 A multitier data reduction mechanism for IoT sensors [32] 6.0
A2 A multivariate-time-series-prediction-based adaptive data transmission period control algorithm for… [33] 7.5
A3 A nearest neighbors based data filter for fog computing in IoT smart agriculture [34] 7.0
A4 A novel multiresolution representation for time series sensor data analysis [35] 6.0
A5 A randomly accessible lossless compression scheme for time-series data [36] 6.0
A6 Accuracy-aware data reduction for Internet of Things [37] 6.0
A7 Accurate and fast time series classification based on compressed random Shapelet Forest [38] 7.5
A8 Adaptive multivariate data compression in smart metering Internet of Things [39] 6.0
A9 Adaptive segmentation of streaming sensor data on edge devices [40] 6.0
A10 Agile lossless compression algorithm for big data of solar energy harvesting wireless sensor network [41] 6.0
A11 CORAD: correlation-aware compression of massive time series using sparse dictionary coding [42] 6.0
A12 Data reduction based on machine learning algorithms for fog computing in IoT smart agriculture [43] 8.0
A13 Decomposition-based approximation of time series data with max-error guarantees [44] 6.0
A14 Direct lightweight temporal compression for wearable sensor data [45] 7.0
A15 Embedded machine learning-based data reduction in application-specific constrained IoT networks [46] 7.0
A16 Energy-efficient sensory data gathering based on compressed sensing in IoT networks [47] 6.0
A17 Energy-efficient two-layer data transmission reduction protocol in periodic sensor networks of IoTs [48] 6.0
A18 Extract, compress and encode: LitNet an efficient autoencoder for noisy Time-Series data [49] 6.5
A19 Fog computing application of cyber-physical models of IoT devices with symbolic approximation algorit… [50] 6.5
A20 GRAIL: efficient time-series representation learning [51] 7.5
A21 Integration of IoT streaming data with efficient indexing and storage optimization [52] 7.0
A22 LFZip: lossy compression of multivariate floating-point time series data via improved prediction [53] 7.5
A23 Living on the edge: data transmission, storage, and analytics in continuous sensing environments [54] 7.5
A24 Low-latency analytics on colossal data streams with summary store [55] 6.5
A25 Near lossless time series data compression methods using statistics and deviation [56] 7.0
A26 Plato: approximate analytics over compressed time series with tight deterministic error guarantees [57] 6.5
A27 Powerstrip: high-performance compression for energy data [58] 6.0
A28 Robust IoT time-series classification with data compression and deep learning [59] 7.0
A29 Sprintz: time-series compression for the internet of things [60] 7.0
A30 Streaming piecewise linear approximation for efficient data management in edge computing [61] 6.5
A31 System identification at the extreme edge for network load reduction in vibration-based monitoring [62] 6.5
A32 The embedded IoT time series database for hybrid solid-state storage system [63] 6.0
A33 The Internet of Things as a deep neural network [64] 8.0
A34 Titchy: online time-series compression with random access for the Internet of Things [65] 7.0
A35 Toward a standard time-series representation for IoT based on CBOR templates [66] 7.5
A36 Transfer learning autoencoder used for compressing multimodal biosignal [67] 7.0
A37 TSCache: an efficient flash-based caching scheme for time-series data workloads [68] 6.5
A38 Two-level energy-efficient data reduction strategies based on SAX-LZW and hierarchical clustering for … [69] 6.5
A39 Use of dynamic perceptually important points for data reduction in IoT [70] 7.5
A40 Vibration edge computing in maritime IoT [71] 7.0
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topic. With this information, we seek to provide opportunities
for researchers to identify groups for collaboration in future
work. Figure 3 presents the distribution of publications of the
papers selected for review by year, publisher, and country. In
addition, the extraction of data related to the context of the
proposed solution aims to verify if there is any predominant
context regarding the development of solutions for time series
compression, given the wide use of this data format.

4.2. Answers to the Research Questions. The SLR was con-
ducted to identify papers presenting answers to the research
questions proposed in this work. The answers found are
presented below.

To answer the first question (RQ1: What solutions are
there for time series compression in IoT applications?), 40
different solutions focused on time series compression with a
focus on IoT applications. Although three solutions were not
developed specifically for the IoT environment (A5, A26, and
A37), they were also considered in this review as they apply
to generic time series. These solutions are listed in Table 2,
indexed in alphabetical order. Figure 3 complements the
answer to this question through a temporal and geographical

distribution of the papers. From the figure, it is possible to
observe that the number of published papers has been
increasing, which shows the importance of the topic today.
Also, the largest concentration of authors is in the United
States and the publisher with the most papers published on
this topic is the IEEE.

Additionally, to understand the relationships that exist or
not between the works, Figure 4 shows the network of con-
nections between authors of the 40 selected papers. To gen-
erate the graph, the VOSviewer (https://www.vosviewer.
com/) was used. This software is a tool for constructing
and visualizing bibliometric networks. Data from biblio-
graphic references of the 40 selected papers were extracted
in RIS (research information systems) format, and used as
input for the tool. Based on the graph, it is noted that the
relationships between authors are limited to their research
groups and immediate research partners, with no connection
between authors of two different papers.

Answering the second question (RQ2: How can these
solutions for time series compression in IoT applications
be classified?), the solutions were analyzed and grouped
according to their nature. The 40 solutions were classified
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into: Algorithm (10), Technique (14), Extension (7), or Com-
bination (9). This classification is important for a correct
performance evaluation of the proposed solution. Further-
more, this helps researchers to understand why and how a
solution was developed, and how it can be compared with
others of the same nature. Another important aspect is the
application layer for which the solution is made. The identi-
fication of the application layer is an analysis that comple-
ments the classification of solutions. Figure 5 helps to
understand the distribution of applications by type and by
a layer of an application. It is possible to observe that, while
there is a balanced distribution of solutions by type, in terms
of the application layer, more than half of the solutions are

aimed at the cloud layer. This is justified by the difficulty of
implementing edge solutions, which shows an interesting
research gap.

To answer the third question (RQ3: What metrics are
used to evaluate the performance of the proposed solu-
tions?), all metrics used in all articles were tabulated. Figure 6
presents the number of uses of the 16 different metrics iden-
tified. From this, it is possible to highlight the three most
used metrics, consistent with the review: Compression Ratio,
Accuracy, and Runtime.

In addition, variations were observed regarding the use of
the same metric or coefficient for different purposes. For
example, the use of the same index as the accuracy rate in

FIGURE 4: Connections between authors of the 40 selected papers.
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one paper and the error rate in another. On average, at least
three metrics were used in each paper, with the maximum
being six and the minimum being two. It was observed that
the number of metrics used in each paper is directly linked to
the extent and/or depth of discussion of the results proposed
by the authors. SubsectionMetrics presents an in-depth anal-
ysis of metrics such as the objective of using a metric in
different ways, the units of measurement, and the statistical
methods used for the calculations.

The fourth question (RQ4: How are the proposed solu-
tions compared?) refers to the method that the authors of
each article used to compare and demonstrate their contri-
butions and improvements concerning the state-of-the-art.
From the classification mentioned in the previous question,
it is possible to understand how the solutions are compared.
It is a common sense that a solution must be compared with
others of the same nature, an algorithm is compared with
another algorithm, a technique with another technique, and
so on. To understand the environment where the experi-
ments were performed, the devices used, and the application
layer, the data about the experiments were tabulated and are
presented in Table 4. In this table, the information of the

experiments reported in the reviewed papers is summarized,
through the columns: Id/Ref, the identifying number; Solu-
tion Type; Layer, to which the solution is addressed (E, edge;
F, fog; C, cloud); Test bed, detailing the devices and/or envi-
ronment used in the experiments; Language, used in code
implementation; Dataset, informing the amount, form of
access (PUB, public; PRI, private) and context; and Com-
pared to, detailing how the solution is compared in the
article.

Not all articles detailed the experiments: some cited, for
example, a regular desktop as the experiment device; others
did not specify the application layer or information about the
data sets used, and some also did not give details about
implementing the solution. Regarding the application layer,
articles that did not specify the solution was specifically for
the edge or fog layer were considered focusing a cloud as a
computing platform. About the implementation language,
for example, not all authors made it explicit, which justifies
the missing values in the Language column. Regarding data
publicity, most worked with publicly available data sets from
traditional repositories (such as UCR time series classifica-
tion archive [72] and UCI machine learning repository [73]),
but some used private data, without making them available,
due to corporate restrictions. Figure 7(b) presents the distri-
bution of papers according the access policy of datasets.

An analysis of the data in Table 4 and the information in
Figure 7 sought to identify the existence of a correlation
between the type of solution and the layer and/or context
of application of the solution. According to the study carried
out, this correlation does not exist, which may indicate the
need to identify the most appropriate techniques to be
applied at each level. However, during the analysis carried
out, some important observations can be made for the devel-
opment of works in the area. The purpose of pointing out the
layer for which the solutions are proposed, in the context of
IoT, is because the requirements are different for each one, as
detailed in section IoT.

Applications that require large amounts of data proces-
sing and storage, and high computational power, are more

Extension
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FIGURE 5: Distribution of papers by (a) solution type and (b) application layer (RQ2).
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suitable for cloud computing. The cloud-based IoT applica-
tions found in this review include large-scale analytics, ML,
and artificial intelligence applications that process data from
various sensors and devices. For example, papers A7, A20,
and A37 perform experiments on servers or clusters with
heavy computations. Also, in general, these are solutions
that have been tested with many and large datasets, which
is directly related to the need for data storage and confirms
the importance of cloud architecture.

In other cases, fog computing is more suitable for IoT
applications, especially when it requires near real-time data
processing and high reliability. Fog computing enables pro-
cessing of data near the edge of the network, closer to the
source of the data, which reduces the latency and improves
the response time. Examples of fog-based IoT applications
include transmission control systems such as paper A3, data
reduction at the gateway as paper A38, and monitoring sys-
tems, as papers A35 and A38, which handle industrial moni-
toring data.

Finally, edge computing is ideal for IoT applications that
require real-time data processing, low latency, and low band-
width. Edge-oriented solutions found in this review, in gen-
eral, present experiments with edge devices, such as sensors,
wearables and edge computers (such as Arduino and Rasp-
berry), such as papers A2, A8, A15, A28, and A33. Edge
computing processes data at the edge of the network, closer
to the source of the data, which reduces bandwidth usage and
improves response time.

In terms of numbers, there is a greater number of cloud
solutions. Cloud technology is older than fog and edge,
which may explain the greater number of cloud solutions.
Cloud is also more consolidated and available in the technol-
ogy market, especially in the Architecture as a Service (AaaS)
model. Thus, it often becomes easier for researchers to buy a
cloud service than to buy a sensor or edge computer and
deploy it in IoT contexts. In particular, when the solution
is aimed at contexts with peculiar characteristics, such as the
industrial and agricultural environment. The development
and dissemination of IoT technologies, in the present and

in the short-term future, tend to force development in the
edge and fog layers, which, consequently, should boost
research in these layers.

In response to the research question five (RQ5: Which of
these solutions can be used in ML?), according to Table 2
(column ML Alg.), 14 papers were identified that use ML in
one or more of the steps of the solution. The ML algorithms
that appeared in the papers were k-NN, Random Forest and
Deep Neural Networks such as CNN, RNN, LTSM, and
autoencoders. In eight of those 14, the use of ML is in the
compression process, while others six use the compression
product as input for some classification or forecasting task.

The main idea of the eight papers that use ML in com-
pression is in brief described as follows. InA2 [33] the authors
propose the use of CNN to predict sensor readings, from a
model trained with encoded time series, in order to explore
spatio–temporal correlations in previous sensed data. In A3
[34], the k-NN algorithm is used to classify and filter the data.
In A6 [37] the authors use an LSTM model to classify time
series, using the model’s feedback for future data reductions.
In A15 [46], binary classification techniques help the applica-
tion decide when to transmit data or not. In A18 [49] an
autoencoder is proposed in order to extract meaningful infor-
mation from raw time series. In A22 [53] the authors propose
the use of neural networks for data prediction during the
compression process. In A33 [64] authors proposes compres-
sion in IoT nodes and inference in base station or cloud, in
both steps using DNNs, to reduce the volume of data trans-
mitted in the network. And, inA36 [67] an autoencoder is also
proposed, based on transfer learning, in order to perform data
compression at the edge.

The other six papers use ML after compression. In A7
[38] the authors use approximation techniques for data
reduction and then use these reduced data in time series
classification, applying Random Forest. In A12 [43], first
two compression algorithms are investigated, then they are
combined with eight ML algorithms, to identify the best
performance in an agricultural fog environment. In A19
[50] approximation techniques are also used, prior to the

Maritime
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FIGURE 7: Distribution of papers according to the (a) context of the solutions and the (b) access policy of datasets.

14 Wireless Communications and Mobile Computing



application of ML, in order to reduce the volume of input
data to the model. In A23 [54], the random forest algorithm
was used in analytical tasks after compression. In A28 [59],
recurrent and convolutional neural networks are used to
classify time series after compression. And, in A39 [70], a
long short-term memory (LSTM), with Adam optimizer and
binary cross entropy as a loss function, was used to classify
time series.

Here is an interesting point about using ML during or after
compression. Fundamentally, edge devices have limited capa-
bilities compared to desktop computers or servers. However,
given the recent technological evolution, it is possible to
observe that IoT devices are already able to deal with the com-
putation of ML models. This expands the horizons of IoT
applications, which go beyond the simple data collection. A
deeper discussion of using ML before or after compression is
provided in the subsection Time Series Compression and
Machine Learning.

Regarding question six, the aspects that motivated the
development of solutions for time series compression in
IoT applications (RQ6: What factors motivate the use of
time series compression solutions in IoT applications?).

They are also listed in Table 2, in the Goal column. Figure 8
presents an infographic that helps the understanding of the
challenges listed by the authors of the selected papers, which
served as motivation for the development of solutions. Some
solutions have over one powerful motivation, but it is
observed that the solutions seek to reduce the consumption
of resources in IoT environments. Among the motivations
presented, the following are highlighted: reduction in the
need for storage, given the hardware limitations of the
devices; the reduction in data transmission, given the scarcity
and cost of communication in many IoT environments; the
reduction in energy consumption, to provide the necessary
autonomy to the devices; and optimize the way of storing
and indexing large volumes of time series and, consequently,
reducing the cost of accessing this data.

Another way to map the motivating factors of the works
is from the keywords. Figure 9 presents a graph, composed of
the keywords of the 40 papers, demonstrating which are the
most used and the relationships with sub keywords. This
graph was also generated with VOSviewer tool. From the
analysis of the graph, it is possible to observe, in addition
to the main terms, the subgroups of interrelated problems,
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FIGURE 8: Majors research challenges on time series compression for IoT applications.
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such as ML and smart agriculture, data compression and
data storage systems, data transmission reduction and energy
saving, and so on.

To answer question seven (RQ7: In what context were
these solutions developed?), Table 2 also presents this infor-
mation in the Context column, and Figure 7(a) illustrates the
distribution by context. Most solutions apply to the time
series in any context stated in the table as General. However,
some solutions are context-oriented, given the peculiarity of
applications, such as agriculture, industry, and wearables.

In response to the eighth question (RQ8: Which of these
solutions were developed in agriculture?), only three techni-
ques developed in agriculture were found (A1 and A12, from
same authors, and A3). Although most of the solutions
reviewed are developed with a general purpose, the agricul-
tural context, which is the focus of other work fronts for
researchers, has very peculiar characteristics, especially con-
cerning the availability of resources. In all these three papers,
the main motivation is the reduction in data transmission,
corroborating the lack of abundant connectivity as a signifi-
cant difficulty of agricultural IoT applications. Thus, it is
interesting to investigate what solutions were developed in
this context and, consequently, to highlight the existence of a
few alternatives for this environment, a research gap.

In general, all these research questions help us to under-
stand the scenario related to time series compression and
serve as a basis for future advances in the state of the art.

Moreover, given the need for an adequate comparison
between existing solutions, it is equally important to analyze
the metrics used by the authors to validate of the solutions
presented in the reviewed papers. Thus, the next subsection
deepens this analysis, to summarize and score relationships
between the metrics.

4.3. Metrics. To understand the solutions presented in the
reviewed papers, besides understanding how they work, it is
necessary to detail some aspects of the metrics used in per-
formance measurement. The performance of time series
compression solutions can be measured from several per-
spectives [74]. It is possible to analyze, for example, the
complexity of the algorithm or technique, the computational
cost involved, the speed of operation, the compression rate,
or the quality of the reconstructed data. Based on an in-depth
analysis, information about all metrics that appeared in any
paper selected for this review was summarized in Table 5.
This table presents, for each metric used (column Metric),
the aspect for which this metric was used (column Regard-
ing), how the authors calculated the reported value (column
Calculation), as well as the unit of measurement applied to
each situation (column Unit of Measurement). Each row in
the table represents an occurrence, in at least one paper, of
the metric in the first column related to the task in the second
column. Some metrics appear more than once, with more
than one way to calculate and expressed in different units of

FIGURE 9: Graph with links between the keywords of the 40 selected papers.
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measurement. The number of occurrences of each metric is
shown in Figure 6.

The purpose of constructing the table is to deepen the
analysis of metrics, especially concerning the statistical
method used to calculate the values presented by the authors.
Although the focus of the works is the same, the specific
contributions of each work differ in nature and objectives.

Therefore, it is necessary to identify the purpose of use of
each metric, to enable a fair comparison of the state-of-the-
art applications. Moreover, an important issue to note is that
metrics are not used in a single and isolated way, but together
and related in a specific context. Thus, it is also common for
the same index, such as the Root-Mean-Square Error (RMSE),
to be interpreted from one perspective as a metric and from

TABLE 5: Overview of the metrics and coefficients used in the reviewed papers.

Metric Regarding Calculation Unit of measurement

Accuracy

Classification Hits, AUC score

%

Fusion MSE
Prediction Hits, RMSE, MAPE, AUC score
Recovery Jaccard, MSE, RMSE, NRMSE, ISD, PRD
Regression RMSE

Transmission Lost data

Bandwith
Consumption Data sent Bytes

Saving Specific equation %

Compression ratio Compression
Specific equation, Nemenyi test, data

reduction
Bytes, %

Confidence interval Certainty Specific equation %

Consistency ratio Cloud/nodes RMSE Percentage

Correlogram Correlation Density and dispersion plots Graphic

Cost

Battery level Device information Graphic
Energy consumption Specific equation Joules

Randon access Bits accessed Bits
Sampling space Chernoff bounds %

Error

Compression RMSE, loss %
Guarantee Specific equation [−1,1]

Quantization/noise Specific equation, SNR %
Reconstruction Normalized RMSE %

Relative/true error Specific equation %

F1 score Classification Specific equation %

Latency
Compression N of records added Records
DB query Time s

Lossiness Compression RMSE %

Redundancy Compression N of redundant pairs Redundant sets

Runtime

Compression Time

Milliseconds

Execution Time
ML trainning Time
Reconstruction Time

Index construction Time
MR representation Time

Speed

Comp. +Decomp. Specific equation

MBps
Compression Specific equation
Decompression Specific equation

Forecaster Specific equation

Storage
Consumption Date size difference Bytes
Data size Date size difference Bytes, %, IOPS

Space saving Specific equation %

Transmissions
Data Rate of transmissions Bytes, %, sent packets

Payload Size Bytes
Throughput Speed, OPS MBps, OPSps
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another perspective as another metric: Accuracy or Error, for
example. Even the statistical methods relate complementary
metrics: for example, Space Saving can be calculated as 1 -
Compression Ratio.

Regarding the three most used metrics among the reviewed
papers (Accuracy, Compression Ratio, and Runtime), it was
observed that the form of measurement is intrinsically related
to the task to be evaluated. Accuracy concerns the level of cor-
rectness in performing a task, so, in data classification, thismetric
is related to the number of right classifications, while in data
transmission it can refer to the number of data packets correctly
transmitted. The Compression Ratio is directly related to the
efficiency gain from compressing a data set, and this gain can
be represented by the space saved in bytes or by the percentage
reduction in the final size of the data. And the Runtime is the
difference between the start and end time in the execution of a
task, counted in the computation of CPU time.

4.4. Threats to Validity. This work, while a SLR, is subject to
threats to its validity, like any other scientific work. The
fundamental aspect of concern is concerning study selection
bias, both in the search and in the filtering of studies. First,
regarding the search process, were used the most relevant
terms and keywords, as well as the main databases in the
area. However, some relevant work still may not have been
returned by the search, as there is no intersection between its
title, abstract terms, or keywords and the searched ones.
Undetected problems in database search engines may also
have affected this process. To mitigate this possibility, an
exhaustive search string calibration phase was performed
and reviewed by all authors more than once, before conduct-
ing the review, as presented in Section Research Methodol-
ogy, Subsection Planning. In addition, the final search was
repeated by all authors, and the results were subsequently
consolidated to increase the robustness of the process. Related
to the filtering of studies, some exclusion criteria were appli-
cable (data, short papers, and language), and others required
reading elements such as titles and abstracts. Therefore, the
selection or not of a paper may vary according to the authors’
understanding of the work. To increase the robustness and
reliability of the filtering process, all reviews performed by the
authors were peer-reviewed, as detailed in the research meth-
odology (Section Research Methodology).

5. Review Findings and Discussions

This section presents a discussion of the results of the SLR
described in this paper, as well as future research directions
identified by the authors. These discussions start with the
analysis of the data and are based on the knowledge inferred
after the synthesis of the information. In addition, it also
provides some potential trends to discuss relevant research
gaps that could be directed to other research opportunities.

5.1. Time Series Compression and Machine Learning. The
major aim of deploying an IoT system is to automate a
data collection procedure. These data serve as input for fur-
ther processing, where artificial intelligence techniques often
appear, especially those under ML. Here, an important

problem arises: to increase the quality of models trained
with ML, the maximum available data are used. Only the
quantity does not guarantee success in training a model, it
is necessary to observe the aspect of data quality.

The relationship between time series, compression, and
ML can exist in many ways. In a macro view, it is possible to
reflect on this by separating between using ML for the com-
pression, to improve the process of compressing and/or
decompressing data, or after compression, using the com-
pressed data as input for tasks, such as time series classifica-
tion or prediction. Therefore, the use of ML in this process is
still little explored and this is the main research gap identified
by this review. As shown in Table 3, only 14 of the 40 papers
reviewed explore the use of ML algorithms, and not all of
them do so for the purpose presented above, as cited in
section Results, subsection Answers to the research ques-
tions, when answering RQ4.

In the first case, there are some compression techniques
today based on ML, mainly those based on the neural net-
works, with emphasis on autoencoders. However, such algo-
rithms have considerable computational costs involved in
model training. Within the context of the proposed work,
which focus on edge computing and IoT devices, computa-
tional costs are an important decision factor for adopting a
technique or strategy. On the other hand, the second case,
using compressed data as input for ML, is much more com-
mon and widely applied in other scopes, besides IoT. Since the
concept of IoT emerged until today, the significant majority of
IoT applications are focused on collecting data to serve as input
for building ML models. As the storage and transmission of
data is a perennial problem in computing, over time compres-
sion techniques have been applied to reduce the volume of
data, for later use of these compressed data in ML modeling.

Since the central purpose of applying IoT systems is data
collection, and the main input of ML algorithms is the data
collected by IoT sensors, this research gap deserves a lot of
attention. From this, solutions that can compress data col-
lected by IoT devices without causing a loss of quality have a
great potential for technological impact. Regardless of the
purpose of data collection, both for time series classification
or prediction tasks, there is room for improvement and
advances in exploring time series compression and ML algo-
rithms in a complementary way.

Furthermore, analyzing the possibilities within the scope
of this work, from the perspective of IoT devices, and given
the technological evolution of recent years, it is quite possible
and likely that within a short time the computational power
of edge devices, which is already quite impressive, will reach
an even greater level, never seen or thought of in computing.
This will make edge devices better handle heavy computa-
tional tasks, especially in terms of processing and storage
costs, such as training models with many ML techniques.
This will certainly expand the possibilities and encourage
the use of ML, not only consuming compressed data, but
also for data compression in IoT applications.

5.2. Compression Algorithms Design. Data compression is a
critical issue in IoT domain, where devices generate massive
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amounts of data. In recent years, significant advances have
beenmade in data compression techniques, driven by advances
in technology. The primary methods for data compression in
IoT are statistical methods, both lossless and lossy. The use of
lossless compression techniques, such as papers A5, A10, A21,
and A25, started with Huffman and arithmetic coding, has
been prevalent in IoT applications over the past decade. Other
papers, such as A3, A17, A30, and A38 use lossy compression
methods to filter the data, removing noise, or other unneces-
sary information. These techniques compress data by exploit-
ing the statistical properties of the data and encoding it more
efficiently. This approach is well-known and applicable in sev-
eral situations; however, it has limitations in terms of perfor-
mance, since the more complex the computation, the heavier
the task becomes, and, therefore, it can impair the performance
of an IoT application with limited resource. Statistical methods
for data compression in IoT can be useful in some contexts,
particularly when the data is less structured and contain less
predictable patterns. In addition, statistical methods may be
less vulnerable to adversarial attacks, making them a more
secure option in some cases, and these methods do not require
large amounts of labeled training data, making them a more
feasible option in situations where labeled data is not available.

Another significant development in data compression for
IoT is the use of ML algorithms, which can be used to com-
press data more efficiently by learning the patterns in the
data and compressing it accordingly, such as papers A3, A12,
A15, and A19. In addition, deep learning algorithms such as
autoencoders, as used in papers A18, A33, and A36 can be
used to perform unsupervised data compression, where com-
pressed representation of the data can be used for down-
stream tasks such as anomaly detection. Looking ahead,
the possibilities of data compression in IoT is very possible
to be driven by advancements in ML techniques. The use of
generative models such as generative adversarial networks
(GANs) and variational autoencoders (VAEs) for data com-
pression is an exciting area of research that has shown prom-
ising results. Furthermore, the use of federated learning,
wheremodels are trained locally on IoT devices and then aggre-
gated on a central server, can enable efficient compression of
IoT data while preserving privacy. Using ML for data compres-
sion in IoT has several advantages, such as better compression,
real-time compression, robustness, and scalability. However, it
also has weaknesses, such as high computational requirements,
training data requirements, interpretability, and security con-
cerns. In summary, when deciding whether to use ML for data
compression in IoT, it is important to consider mainly aspects
such as the data characteristics, security requirements, and
training data availability. Careful consideration of these factors
can help determine if ML is the appropriate approach for a
particular IoT context.

It is hard to conclude with certainty which design for
compression algorithms in IoT is most likely to be used in
the future, as both ML and statistical methods have their
strengths and weaknesses depending on the specific context
and application. The choice between ML, statistical methods,
or even other methods for data compression in IoT will
depend on the specific context and requirements of the

IoT application. A deep comparison between solutions in
terms of algorithm design was not possible with the elements
provided by the authors of the reviewed papers. Some
authors did not publicize the scientific artifacts produced
or even the information reported in the paper is insufficient
for its replication. Also, the wide variation in the focus,
structure and nomenclature of the solutions makes the task
of comparison complex. This work makes an initial contri-
bution in this regard, grouping relevant and interesting
information at first, but also highlights an opportunity to
deepen the development of scientific artifacts such as a tax-
onomy, in order to better group similar solutions, with a
similar focus and structure.

5.3. Main Outcomes and Challenges. The main findings and
challenges from the review are described as follows. As exem-
plified in Figure 8, the main current challenges related to
time series compression refer to the IoT context. The limita-
tion of resources such as hardware, connectivity, computa-
tional power, and energy efficiency is inherent to the IoT
concept and will remain as a major challenge in the coming
years, even with technological advances. This is because in
the same proportion that the devices and communication
conditions improve, the complexity of the solutions and
the demand for IoT systems also increase. This circumstance
makes the solutions permeate the frontier of knowledge,
updating the state-of-the-art at a high frequency.

In addition, the spread of IoT devices has made it possi-
ble to explore these systems in the most diverse environ-
ments and will continue to expand the possibilities even
further. With the increase in demand for IoT devices and
the consequent strengthening of the production chain, new
manufacturers are entering the market with new device mod-
els, which increase the potential for new applications, while
lowering the cost of older or simpler devices. Thus, it is
essential that researchers monitor the market to follow the
evolution of devices and take advantage of the technological
timing, especially with the opening of new digital possibili-
ties, which are large because of the technological impact of
the COVID-19 pandemic, on the present and future.

The results were analyzed from different perspectives,
especially considering the type of solution proposed, the
devices and the setup of the experiments presented, the eval-
uation metrics used, the use of ML techniques in the propo-
sals, and the importance of the IoT context for which the
solution was used is addressed.

5.3.1. Solutions Type. The time series compression problem is
addressed in several ways. In this review, the solutions were
classified into algorithms, techniques, extensions, and com-
binations. This classification provides a greater view and
transparency in the explanation of results and the compari-
son between solutions. It was observed, for example, that
algorithms are analyzed in terms of execution time and
computational cost, while frameworks and tools are more
concerned with the execution flow of the application and
with the capacity of the solution to use the data.

It is noteworthy that researchers are aware of the partic-
ular nature of solutions and that the authors make these
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aspects clear through the nomenclature of solutions. There
are many universal terms used to name the solutions, such as
schema, mechanism, approach, and method. These terms are
still used for applications of different natures. Therefore, the
need to develop a taxonomy stands to organize existing solu-
tions and guide future solutions. In this review, an incipient
classification of the solutions presented in the reviewed
papers is proposed, which can be enhanced and complemen-
ted to cover the current categories and definitions.

5.3.2. Devices and Experiments. Conducting experiments is a
fundamental part of all scientific work. However, these per-
formance tests must be performed in a trustworthy context in
which the solution is designed. Among the papers reviewed,
low use of IoT devices was found in the tests, especially in
those solutions targeted at the edge layer. Given the significant
differences in hardware between simulators running on desk-
top and real-IoT devices, the authors must take greater care in
evaluating the proposed solutions, especially in choosing the
devices for their test beds. The cost of most IoT devices is
reduced, given their dissemination and the consequent wide
market demand. This makes a wide range of devices accessible
to researchers, which could test solutions in a scenario closer
to the real world.

In addition, a minor concern of the authors with the
complete description of the experiments performed was
identified. Many papers do not present details of the devices
used, their specifications, the development language used in
the implementation, or clarity in the explanation of the algo-
rithm, as can be seen in Table 4. This information must be
perfectly publicized for greater reliability of the proposed
solutions and to permit faithful comparisons between dis-
tinct approaches.

5.3.3. Evaluation Metrics and Datasets. Considering the eval-
uation metrics used by the authors, the effect of using the main
metrics linked to data compression became clear. The three
metrics, compression ratio, accuracy, and runtime represent
the variables that demand to be adjusted in the compression
equation: computational cost, quality of the compressed data,
and application response time. The papers that did not bring
evaluation of the prospect of these threemetrics were those that
moved a little away from solving the problem of data compres-
sion, concentrating on complications perpendicular to volume
reduction, such as energy efficiency and communication.

The importance of using public and well-known datasets
for experimenting with solutions was also highlighted. Most
authors carried out experiments and evaluations using real
and public data, or to collect new data and make them avail-
able. Authors who use private datasets make it impossible to
replicate the studies and have their achieved performance
audited and validated by a third party. Considering that there
are today several public repositories with a large volume and
variety of data, it is important to show the performance of a
solution through this data.

5.3.4. Solutions Context. Regarding the context of the solu-
tions, it was observed that the vast majority did not address
the solution to a specific time series, being classified for

reporting purposes, as a general context. Although there
are intersections between different environments where IoT
applications are used. This result shows that there is a wide
variety of contexts where solutions for time series compres-
sion have not yet been explored. There may be many reasons
for this lack of context specification, from the unavailability of
an environment for testing solutions, the relative incipience in
the application of IoT systems, or even the lack of resources
for the implementation of IoT systems in some contexts. In
the agricultural context, for example, which is one of the
interests of the research group to which the authors of this
work belong, even though there are many efforts in the imple-
mentation of agricultural IoT systems, they are still scarce
because of producers’ resistance to technology or due to
requiring a high-financial investment [75].

However, the particularities of the context can not be
ignored by researchers, at the risk of making the application
of solutions in real scenarios unfeasible. It is necessary to
realize the importance of the specificity of the context, lim-
itations, and characteristics of each environment, to develop
solutions that apply and with high potential for impact on
environments [76]. Thus, the results obtained will be closer
to generating economic gains in real scenarios.

5.4. Future Research Directions. This review summarizes sev-
eral results adopted to address the challenges in time series
compression for IoT. Although some solutions present inter-
esting results concerning the state-of-the-art, there is still a
need to address many open challenges.

Overall, from the analysis performed, it emerged that: (i)
most of the reviewed papers deal with time series compression
techniques (technique, extension, or combination), using over
one algorithm, while few authors propose new algorithms; (ii)
the use of time series compression techniques for IoT com-
bined withML, so far, has been little explored, especially from
the perspective of analyzing the effect of compression on the
development of smart models; (iii) few papers consider the
particularities of the contexts where IoT solutions are applied,
which have quite different restrictions in each environment;
(iv) very few authors have tested their solutions in actual
situations, most tested their solutions using data gained in
controlled or simulated environments.

These open issues that came up from the reviewed papers
can be summed up in the following categories:

Explore ML: given that the main objective of using IoT
systems is to collect data for artificial intelligence appli-
cations, the finding of only two related data compression
with ML techniques highlights a significant research gap
and the need for further investigation into alternatives
for this purpose.
Perform real experiments on real devices: provided the
difference in resource availability between a computa-
tionally emulated environment and a proper environ-
ment where IoT devices are used, it is essential to carry
out experiments in real scenarios to consider the perfor-
mance of the solutions. Furthermore, with the recent
technological evolution and the consequent reduction
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in the cost of IoT devices, nowadays, most of these pieces
of equipment are accessible to researchers at a low
investment.
Explore edge computing: most of the solutions reviewed
are focused on the cloud layer, they do not explore dis-
tributed computing in the fog and edge layers, centraliz-
ing the processing. Additionally, because of technological
advances in recent years, today, the computing power of
IoT devices is much higher and is growing, which makes
it possible to explore processing, especially at the edge.
Investigate the particularities of the different IoT con-
texts: although there are intersections in technical aspects
between IoT solutions applied to different contexts, there
can be big differences concerning the availability of
resources in other IoT environments. Researchers must
examine these particularities, as well as the time series in
focus, when developing new solutions to ensure proper
application performance.

6. Conclusion

In this paper, we have performed a descriptive systematic
review of time series compression for IoT, following the
protocol presented by Kitchenham and Charters [26]. First,
the review methodology was described. The main tool used
was Parsifal, through which the stages of planning, conduct-
ing, and reporting were carried out. Some artifacts were pre-
sented in deep, such as the protocol, the quality assessment
checklist, and the data extraction form, as well as informa-
tion about the papers selected for review. From 1,812 papers
in the initial search, 40 were selected for review, based on the
inclusion and exclusion criteria and their relevance to the
review.

After selecting the papers for review, the solutions pro-
posed were summarized through comparative tables and
images, and these artifacts were used to answer the research
questions initially defined. Information about the experi-
ments performed, such as setup, test bed, devices, and imple-
mentation was also reported. An in-depth discussion about
metrics was also presented, dealing with which metrics were
used and in which cases, in addition to a report on the statis-
tical and mathematical methods used to calculate them and
the units of measurement used. As the main finding of this
review, the research gap regarding the use of ML and time
series compression deserves to be highlighted. Then, the main
outcomes of the study were described and highlighted by the
findings of the review, emphasizing the relationship between
time series compression for IoT application and ML, and
splitting the use of ML during and after compression. The
review showed the importance of the topic for the evolution
of applications in IoT, clarifying that recent technological
developments enable the development of a wide variety of
solutions for focused smart environment applications. Finally,
it were highlighted that some issues are still open to the topic,
which proves that further research efforts are required to
develop the process of compression series format in the IoT
context.
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