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Many Internet of Things and information exchange technologies bring convenience, cost-efficiency, and sustainability to smart city
solutions. These changes have improved our day-to-day quality of life, with impacts on: (a) lifestyle (e.g., automation and robotic
reaction), (b) infrastructure (efficient energy consumption), and (c) data-driven management (data sensing, collection, and
investigation). It is common to integrate Web-based interfaces and such solutions for developing platforms. When software
and hardware components store, retrieve, and transfer such information, people may suffer from personal data leakage. This
paper introduces a privacy information detection method, using a data weighting mechanism to save time and cost in finding
personal information leaks over Web services. According to an initial evaluation, the proposed method can reduce time by 62.19%
when processing 8,000 crawled files, and roll-back verification shows that it maintains 90.08% accuracy for finding marked content.

1. Introduction

Since technologies related to the Internet of Things (IoT)
have been increasingly used in smart cities and homes, appli-
cations related to agriculture and fisheries, water quality
monitoring, power monitoring, road monitoring, and other
applications have expanded exponentially [1]. However, the
IoT primarily uses HT'TPS or MQTTS for information trans-
mission, and the transmission process meets information
security requirements [2], most of which import HTTPS
data encryption for basic data protection. Hence it is an
emerging requirement to enable protective measures on
data storage and smart information solutions.

In forensic cases, it is common to find security breaches
caused by inadequate settings [3]. In these security accidents
[4], the data collectors utilized to gather sensing data form a
key point. Because they only collect and aggregate data via an
IoT gateway [5], they do not understand the content of the
transmitted data, making it impossible to determine if it is
sensitive information. Without strict checks during data

processing, such data may be exposed, especially on Web-
based smart city service platforms.

End users should know whether their personal informa-
tion has been disclosed. Platform administrators may have to
pay the cost, as they are responsible regarding accidental
leaks. For example, in 2018, British airways [6] compromised
information of 380,000 customers, for which the company
was fined more than 180 million euros. Based on a survey
[7] on data privacy, about 70% of consumers feel concerned
and experience consequences if their private information is
leaked. Hence data security has become a complex challenge
for smart cities [8]. This research reduces data processing time
while maintaining investigative accuracy on smart city service
websites, and introduces a method for detecting privacy infor-
mation leaks over public Web services.

Several situations may cause personal information leaks,
such as uploading sensitive data or maintaining registration
data in an inappropriate location. Storage with low-end secu-
rity protection can be compromised, and stored plaintext
data can be easily exposed. Many countries have enforced
privacy laws [9] at various levels of government to force
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stakeholders to preserve sensitive data, and industry and
business associations, and social groups have issued regula-
tions and guidelines. Nevertheless, with data mining [10] and
machine learning [11] mechanisms, it is helpful to accelerate
the process of determining whether collected data involve
personal information. Using a scanner or crawler [12] to
secure data privacy has become a common practice.

The remainder of this paper is organized as follows.
Section 2 introduces background notions and related work,
and in brief discusses the measurement of personal data detec-
tion. Section 3 explains the system design, platform develop-
ment and workflow of the investigation. Sections 4 and 5
present the data comparison process, propose methods that
improve the time and cost, and demonstrate the verification
and evaluation results of experiments. Section 6 provides our
conclusions and discusses future work.

2. Background Knowledge and Related Work

2.1. Personal Information Data Leakage. As the global net-
work continues to grow, the internet accelerates the exchange
of information. However, personal data might be accidentally
disclosed on networks [13]. Researchers have discussed inter-
net leaks and countermeasures. Tbahriti et al. [14] illustrated
the requirement of making a privacy policy to protect Web
services, and proposed a dynamic model with privacy at the
levels of data preservation and processing. Tiwary et al. [15]
discussed the challenge of effective privacy protection in data
service composition. Depending on the route for transmission
and data access, authentication and encryption procedures
must be activated to prevent leaks [16]. If there is no way to
guarantee data security, allowing data queries over autono-
mous data services by masking sensitive content is an option
[17, 18]. Due to a critical leakage event, many countries have
launched data protection laws requiring government depart-
ments and enterprises to define strict policies for processing
data with personal information.

2.2. Case Studies. Case 1 involves an actual government unit
during a research period, which uses requires a nondisclosure
agreement (NDA) to preclude leaks of information. The data
collector compiles a daily report stored in an unencrypted
CSV file, which allows system administrators to download
statistical reports. When the data collector’s information secu-
rity was checked, the database and file contained names and
ID information (e.g., country identification code used in vot-
ing, medical treatment, telecommunications, and household
registration), with each file containing on average 500-3,000
pieces of personal data. Manual verification revealed that the
data collection system primarily collected clock-in and clock-
out information for each employ in a building. However,
because the government department lacked an employ num-
ber, ID data and names were used to identify and store data,
and the data collector transmitted encrypted data through
nearly 20 IoT devices in the building, which is a case of IoT
data leakage. In this case, the mechanism was able to stop the
publication of personal data on the internet.

Case 2: Assume there is a website managed by a law-
enforcement agency that preserves criminal personal
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TasLe 1: Keywords and counting numbers of websites.

Item Remarks

Website A {k101(c101), k102(c102)-k115(c115)}
Website B {k201(c201), k202(c202)-k228(c228)}
Website C {k301(c301), k302(c302)—-k352(c352)}
k115 Keyword of number 115 on Website A
c301 Counting number on k301 keyword

information such as criminal behavior, age, masked name,
masked ID card, and masked address. Hackers can easily
modify unencrypted and unprotected information such as
time and area, and the data collector may be attacked from
two aspects. The first is a direct attack, in which the hacker
only modifies the records of accomplices to avoid the detec-
tion of substantial amounts of abnormal data. The second is to
forge the transmission packet of the electronic shackles and
regularly pass a fake packet, so as to prevent criminal accom-
plices from being restrained by electronic shackles. In this
case, the electronic shackles are IoT devices, and the possibil-
ity of data collectors being attacked is high. Therefore, in
addition to data encryption and protection, data security pro-
tection, and personal data de-dentification should be per-
formed as much as possible to avoid destroying the
reputation of crime-proof smart cities.

2.3. Discussion. The authors have observed that most websites
are publicly accessible, making it difficult to protect sensitive
personal data, especially for websites that frequently update
content. Comparing the scanning task of Web content with a
local file, the former increases much of the work of searching
and determining valuable information for investigations.
Many personal data breach incidents have occurred in recent
years, drawing attention to governmental departments [19],
enterprises, and sole proprietorships. Hence research and
commercial benefits exist for the development of application
services to help stakeholders practice information security
and protect personal information.

2.4. Challenges. This research focuses on reducing the data
required for analysis during preprocessing, because exclud-
ing useless datasets can reduce the time to finish pattern-
comparison work. Support vector machine (SVM) and neu-
ral network (NN) algorithms are expected to initially classify
collected data from the target website. However, a manual
examination of training data collected from the internet
found that datasets involving personal information on web-
sites are diverse, and most trained samples cannot be used as
a factor for subsequent prediction.

For instance, in Table 1, k indicates the keyword of the
privacy data in the target website, and c is the total number of
times the keyword appears on the website. After calculation,
Website A has 115 keywords, k101-k115, with correspond-
ing numbers of occurrences of c101-c115. A total of 95 key-
words between k101-k115, k201-k228, and k301-k352 were
found. The result reveals that these keywords are not dupli-
cated. Therefore, no similarity of personal information
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FIGURE 1: System architecture.

keywords exists between the websites. In terms of analysis,
classification algorithms such as K-nearest neighbors [20] or
SVM [21] cannot be used to identify the real aim of personal
information for a website. The authors have tried other meth-
ods to overcome such problems. The proposed mechanisms
are further discussed in Sections 3 and 4.

3. System Design

To guard against personal data leakage, the authors previously
built a prototyping system, personal information detection
system (PIDS) [22], which can use word analysis and
pattern-based detection to determine whether scanned data
violate detection rules. However, this system only supports
the scanning of static data stored on local machines. As global
networks continuously grow, the World Wide Web has
become a vulnerable place that suffers from personal data
leakage accidents. Hence we introduce a Web-scan system
based on the original PIDS design, which aims to explore
and examine imported Web content types, characteristics,
and the chances that content contains sensitive data. This
research seeks to reduce the time cost of data processing while
maintaining good investigation accuracy on the websites of
smart city services.

3.1. System Architecture. We introduce the system architec-
ture. Figure 1 illustrates its design and module functionality.
During operation, the input data comprise the website con-
tent, and the output data are the detected personal informa-
tion records. This design enables the system to support
distributed parallel processing. For security, confidential
parameters are encrypted by AES256, including the pass-
word of the database and the administrator’s login account.

3.2. Personal Information Detection System Web Agent.
Several customization settings are available on the PIDS

Web Agent (PWA) to support various requirements and
work progress. The PWA employs a Document Content
Parsing Module (DCPM) on the file by setting the file
name extension type to be scanned. The PIDS server side
tells the PWA to investigate specific types of personal infor-
mation, such as email addresses, phone numbers, addresses,
mobile numbers, credit card numbers, identification num-
bers, passport numbers, and names. After the scan, the PWA
dashboard displays the investigation results and risk levels.

3.3. Personal Information Detection System Server. Based on
past work, the authors investigated particular categories of pri-
vacy data, including names, IDs, phone numbers, mobile num-
bers, addresses, passport numbers, email addresses, credit card
numbers, keyword customizations, and personal data analyses,
and built corresponding customized rules, using various prin-
ciples and methods to identify information. For instance, the
identification criteria of email addresses are simple. The “@”
symbol must be preceded by at least one character and followed
by at least one character, including a period. The following
explanations detail the comparison policy and rules for deter-
mining personal information in collected data.

(1) Name: The family name plus first name is used for a
string comparison. The detect rule set involves 2,251
common English family names and 2,368 given (first)
names. Capital letters, lowercase letters, and abbrevia-
tions in English names, such as “Jr.,” are also detected.

(2) Domestic personal identity number: The ID number
has specific formula verification rules; hence it is easy
to verify whether an ID is a Taiwan ID number, for
example, the checksum is used to verify whether the
number is a legal ID number.

(3) Telephone number: The telephone number uses a list
of reasonable area codes (022-089) at the beginning



of detection, and identifies a total number of 9-10
digits.

(4) Address: Addresses includes 43 county and city names.
The condition includes a road and address number
(e.g., rule of county or town plus road and number)
to identify the address feature.

(5) Passport number: The passport number is a combi-
nation of nine digits starting with “3.” The rate of
misjudgments of passport number rules is extremely
high because it has no checksum. Consequently, it is
challenging to identify whether personal data are real
if the file contains various passport numbers.

(6) Email: The identification criteria of email addresses
are that the text preceding the “@” symbol must
include at least one character and be followed by
one or more characters that include a period.

(7) Credit card: Credit card numbers include 16-digit
numbers for Visa, Mastercard, and JCB, and 15-digit
numbers for American Express, each with their own
checksum rules. The check code is a combination of
numbers. Hence the misjudgment rate of credit card
numbers is extremely low. This is indispensable in
the PIDS.

(8) Custom keywords: Clients have inspection category
keywords for particular industries, which can be
added individually (e.g., account information for
the financial industry, consumer or staff number
for the insurance industry, or license plate number
for the property insurance industry).

(9) Custom rules: The system can add custom rules using
plugins if rules require additional checking (e.g., rules
for bank remittance account numbers, material num-
ber rules for manufacturing, or student ID rules for
universities). These are additional criteria for per-
sonal data identification to increase the accuracy rate.

The DCPM of the Web agent gathers data from common
file types (e.g., doc, docx, ppt, pptx, xls, xlsx, odp, ods, odt,
pdf, rar, zip, 7z, tar, txt, csv, htm, and html), and converts the
file format, such as Microsoft or Open Office, into a plain
text file for analysis. General text files (e.g., txt, csv, htm, and
html) are also supported. The DCPM must still put consid-
erable effort into parsing files in various character encoding
schemes, such as UTF-8, ANSI, ISO, and Big5.

Examining compressed files, such as with rar, zip, 7z, and
tar extensions, typically requires decompression to obtain the
original content. However, the compressed file has a specific
file title, which is convenient for parsing and reading. If a
compressed file can only be opened with a password, the
PIDS detects the file-type behavior as the file is encrypted,
and cannot directly decompress it to analyze whether the
content has personal data.

Another case is the PDF file, such as policy content or
customer statements of account. PDF files are sent through
email for customers to view. There have been recent cases in
which financial professionals have manually tampered with
the content of PDF statements to deceive customers and steal
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account assets. If the content of a PDF file is encrypted or
limits the function of printing or copying text, the DCPM
presents an error message.

3.4. Personal Information Detection System Database. The
PIDS database used MariaDB, and 46 data tables were ini-
tially created. In terms of rule configuration, the database
preserves personal information criteria, allowed or disal-
lowed keywords, allowed or disallowed file paths, file size
limits, time limits, and character number limits. The investi-
gation results are stored here, including scanning informa-
tion, date/time, risk level, risk number of files, and risk
percentage relevant information. The database supports the
limiting of the amount of data and number of characters to
avoid excessive data being returned to the database and to
prevent transmission failure.

3.5. Personal Information Detection System Report. The PIDS
report saves the system settings, including personal rules and
report settings. The system setting functions are to set the
initial screen, apply rules, auto-update settings, and support
external command modes. Personal data settings include
detection of personal data conditions, customizing rules,
exclusion paths, and risk levels. The report function includes
the configuration and automatic schedule. Other configura-
tions include startup restrictions, appointment schedules,
and acceleration and encryption modes. Once the system
scan is complete, the detection results for all people and
the real-time scanning process are available on the PIDS
report. This system is used by more than 30 banks and life
insurance companies.

3.6. Web Content Crawling. In the first step, the system down-
loads all website files to search the personal information on a
website [23]. It contains a list of websites to store multiple
candidates, which is convenient for subsequent automatic
downloads. The download time depends on the number of
pages. The system arranges 5-10 execution sequences simul-
taneously before personal information analysis.

Several predefined parameters are used to avoid down-
loading failure. For example, “robots = oft” means to turn off
the detection of robots, “wait=2" means to wait for 2s,
“random-wait” means the download seconds are random,
“user-agent” means to provide user-side browser program
parameters, and “no-check-certificate” means that the down-
load can be done regardless of whether there is an SSL
certificate.

In the real world, when avoiding the personal data leakage
of a smart city website, we usually download the entire website
for a data check. A website containing 2,000-5,000 pages
takes 10 hr to download, and a more extensive website, with
8,000-20,000 pages, takes longer. The collected Web content
becomes the training and testing data in research.

4. Model Development

4.1. Training Data. For verification and evaluation, the
authors collected 50 public Web-based platforms from edu-
cation institutions as the major for crawling tasks. It took
about 10 days to download the entire content. Thus, there
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TABLE 2: Statistical information for 50 websites.

No. of repeated

No. of repeated

T No.of  Total filess  No. of files with  No. of repeated ~ Average files
otal files for . . personal data personal data
one website websites of (4) personal data personal data per website per website per file
(4) (B) © D) (B/A) (D/A) (Do)
0-500 29 3,639 2,784 42,279 125 1,458 15
501-2,000 12 12,439 7,652 209,948 1,037 17,496 27
2,001-5,000 4 13,285 8,453 405,145 3,321 101,286 48
5,001-10,000 4 25,074 20,880 343,699 6,269 85,925 16
10,001-50,000 1 23,457 22,148 269,831 23,457 269,831 12
Total 50 77,894 61,917 1,270,902
TaBLE 3: Statistical information for 50 websites.
File name extension Word Excel PPT PDF HTML Total
Number of files 3,381 513 87 9,649 64,264 77,894
Percentage of total 4.34% 0.66% 0.11% 12.39% 82.50% 100.00%
TasLE 4: Classification of file name extensions for 50 websites.
Average
. No. of  No. of files with Perc.entage of files No. of repeated No. of repeated No. of nonrepeited
File name with personal personal data ~ nonrepeated
. total files  personal data personal data personal data
extension data per file personal data per file
(A) (B) (C=BIA) (D) (E=D/B) (F) (G=FIB)
Word 3,381 2,546 75.30% 25,146 9.88 8,952 3.52
Excel 513 362 70.57% 12,852 35.50 3,772 10.42
PPT 87 66 75.86% 318 4.82 258 391
PDF 9,649 7,679 79.58% 201,083 26.19 37,488 4.88
HTML 64,264 51,264 79.77% 1,031,503 20.12 31,692 0.62
Total 77,894 61,917 1,270,902 82,162

will be fewer realistic and duplicate personal data when per-
forming relevant research. The testing results are expected to
increase system performance and reduce computation time.

In the first step, the collected data from these 50 websites
must be categorized. The Table 2 displays the statistical find-
ings. These websites took 54.7 GB of storage space, and had
77,894 recognized file formats (an average of 1,558 pages per
website). The processing equipment was a workstation with
an Intel i7-12700 CPU, 32 GB DDR4 memory, and 2 TB of
SSD space.

The number of personal information files is provided in
Table 2. A total of 77,894 Web pages were scanned, and
1,270,902 personal records were present on 61,917 of these
pages. The number of nonrepeated personal data from
1,270,902 is around 51,692 count by computer calculation,
and the top three repeated data occurrences are approximately
21,254, 12,002, and 6,436, thus indicating that the number of
repeated personal data is very high. The nonrepetitive data were
used in the follow-up research. A file contained an average of
20.5 (1,270,902/61,917) repeated personal data items during
preprocessing. It took nearly 20 days, due to the number of files.
This study aims to determine how to decrease scanning times
while maintaining a specified level of system accuracy.

Table 2 displays statistical information for 50 websites,
preliminarily categorized according to a site’s number of web-
pages, with categories defined as 0500, 501-2,000, 2,001-5,000,
5,001-10,000, and more than 10,000 webpages, and an average
website has 1,558 (77,894/50) webpages. Subsequent experimen-
tal samples gathered 500-2,000 webpages for analysis, to ensure
their quality and validity.

4.2. Method 1: File Type Classification. We review the men-
tioned 50 websites, and present classification results for sev-
eral file name extensions in Table 3.

According to the classification summary, the percentage
of HTML files with personal information is the highest
(Table 4). HTML was the most common file name extension,
at 82.50% of all files, and 79.77% (51,264/64,264 records) of
all HTML files (64,264) that included privacy data.

About 4.88 unique personal information instances were
found in a PDF file on average, and the top three files had
4,417, 3,937, and 3,695 repeated records. Moreover, 7,679 of
the 9,649 files (79.58%) had personal information in PDF format.

For the PPT format, 66 of 87 files (75.86%) had personal
information. The top three files had 846, 777 and 660 records
with repeated data.
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TasLE 5: Percentage of HTML files.

No. of No. of

Percentage of

oo i, HTn N o Beion Becegeof Mool i Vst
HTML files files files personal data

X) (Y) X+Y) (min) (4) (B) (B x B/A)
10% 1,163 758 1,921 94 27.09% 9,976 68.51% 1.73
20% 1,163 1,516 2,679 114 32.85% 10,629 72.99% 1.62
30% 1,163 2,274 3,437 156 44.96% 13,222 90.80% 1.83
40% 1,163 3,032 4,195 174 50.14% 13,437 92.27% 1.70
50% 1,163 3,790 4,953 201 57.93% 13,479 92.56% 1.48
100% 1,163 7,580 8,743 347 100.00% 14,562 100.00% 1.00

There were 513 files in Excel format, and the system found
362 files with 12,852 types of privacy data. There were 3,772
types of nonrepeated records, and each file could contain
more than 10.42 types of personal information on average.
The top three Excel files had 786, 649, and 481 records with
personal data. The HTML format had the highest proportion
of personal data content (79.77%), but after deleting duplicate
personal data, the personal data content of each HTML file
was reduced from 20.12 to 0.62. There were 31,692 nonre-
peated personal data items, and 1,031,503 repeated personal
data items from files with the HTML extension. This research
focuses on how to reduce the number of HTML calculations
while maintaining a certain level of accuracy.

The analysis found that the HTML file name extension
contained the lowest percentage of privacy data. However,
HTML extensions accounted for the highest number of files,
at 82.50% of the total. Therefore, the HTML file name exten-
sion is the first target for the implementation of a new
method to reduce the time to search for privacy data.

4.3. Method 2: Statistical Analysis. The experimental findings
were determined using 10 out of 50 websites as training data.
The expected value estimation system divides the HTML for-
mat into 10%, 20%, 30%, 40%, 50%, and other proportional
principles to conduct the tests and save around 50% of the
time cost. The weight W was the square of the percentage of
nonrepeated personal data/percentage of execution time as:

W1 = BYA. (1)

Table 5 indicates that about 30% of HTML files provided
the best results. Although the percentage of scan time decreased
to 44.96%, the detection rate was maintained at 90.80%.

Furthermore, 30% of HTML file name extensions resulted
in the maximum efficiency and detection rate, allowing 84.75
(13,222 records/156 min) personal data/min to be scanned,
with a detection rate of up to 90.80%. The next-best results
were for 10% and 40% HTML files, where 106.12 (9,976
records/94 min) and 77.22 (13,437 records/174 min) data
items could, respectively, be scanned per minute. However,
only 68.51% and 92.27% of data items, respectively, could be
detected. Thus, the detection rate can be maintained at
90.80% even if the utilization is 30% of HTML files. Only
10% of all HTML files can be scanned to save 73% of the
processing time, but the detection rate drops to 68.51%.

4.4. Method 3: Duplicate Analysis. This method leverages a
detection software toolkit [24] to search for duplicate files,
with a robust algorithm to identify the file content, size, and
file name. As presented in Table 6, for 90% similarity, it takes
about 13min to reduce 8,449 HTML files to 3,248. This
software also compares files accurately using their sizes,
byte-to-byte. If two or more files have the same size, their
data are compared. It is erroneous to assume that files with
the same name are duplicates. The application never consid-
ers the file name because users can rename identical files or
give different files with the same name; hence the results can
be inaccurate. This method can find similar files regardless of
their file types. To determine duplicates, it analyzes the file
data and not just file attributes, like name and size, as stan-
dard clone removers do.

As previously explained, it takes too long to calculate
website similarity for 50 samples; therefore, 10 websites
with 500-2,000 pages were used for examination. The simi-
larity of each file of these 10 websites was calculated. Website
content to be searched for personal information can be
decreased by filtering repeated and useless records, realizing
a 50% reduction in computation time while maintaining a
70% detection rate. In the experiment, a website with 95% file
similarity had only 3,927 files to be scanned from a total of
8,449 files, with a 98.26% detection rate. Even 95% file simi-
larity takes 7 min of comparison time with 157 min of scan-
ning time, and still saves 53.41% of the 352 min of scanning.

The formula involves multiplying the appearance ratio for
each personal information type and the ratio of the personal
information file, using the weighted statistical approach as
detection rate times the detection rate divided by the compar-
ison time and scan time as:

W2 = D?/E. (2)

In the best case (with a 90% threshold), as presented in
Table 6, a 94.82% detection rate is achieved, and the investi-
gation procedure only takes 40.91% of the time.

5. Evaluation

5.1. Testing Data in the Method. To evaluate the system
performance, 10 websites (different from the training set)
were randomly selected as testing data for the experiment.
There were 39,492 files in the dataset, taking an average



Wireless Communications and Mobile Computing 7
TaBLE 6: Percentage of file similarity.
File similarity C_ompari@n §cannigg No. of No. of nonrepeated  Percentage of nonre- PerFentage V-alue of
time (min) time (min)  files personal data peated personal data (A) of time (B) weight W2

percentage (A) (B) © (D=C/14,562) (E=(A+B)/352) (D xDIE)
99% 4 228 5,770 14,439 99.16% 65.91% 1.49
97% 55 185 4,551 14,363 98.63% 54.12% 1.80
95% 7 157 3,927 14,309 98.26% 46.59% 2.07
93% 9 144 3,603 14,053 96.50% 43.47% 2.14
91% 11.5 136 3,370 13,856 95.15% 41.90% 2.16
90% 13 131 3,248 13,807 94.82% 40.91% 2.20
85% 19 129 2,705 13,410 92.09% 42.05% 2.02
80% 27 125 2,332 13,067 89.73% 43.18% 1.86
75% 35 122 2,031 12,506 85.88% 44.60% 1.65
70% 44 117 1,795 11,735 80.59% 45.74% 1.42
65% 55 113 1,664 11,518 79.10% 47.73% 1.31
60% 72 104 1,575 11,006 75.58% 50.00% 1.14
55% 88 97 1,503 10,458 71.82% 52.56% 0.98
50% 104 92 1,443 10,291 70.67% 55.68% 0.90
Full-scan mode 0 352 8,449 14,562 100.00% 100.00% 1.00

12.61 GB of storage space. Using the system described in
Section 4, it took about 54 hr (3,238 min, precisely) to find
58,009 unrepeated personal information records involved in
these 39,492 Web files in full-scan mode. The system marked
718,324 of these records (located in 29,946 files, about 76% of
the dataset), which included 58,009 nonrepeated personal
data items, and 660,315 repeated.

The experimental results indicate that each file may con-
tain approximately 24 repeated and two unique personal
information records on average. Manual investigation showed
that these repeated 660,315 personal information records
were usually home addresses or phone numbers frequently
appearing on a webpage.

Table 7 compares the experimental results of the three
methods. None of the methods computes the file download
times, and all calculate the comparison and computation
times for finding personal information records. Method 1
scans all file types and file source data, including 100%
non-HTML and 100% HTML file formats, for comparison.
In Method 2, only 30% of HTML files are grabbed without
considering the file download time, and all file types are
examined, including 100% non-HTML file formats, and a
random 30% of HTML file formats. Method 3 removes web-
site data from files that are 90% similar to one another. The
process involves deleting all file types with a similarity score
of more than 90%, including 100% non-HTML and HTML
file formats. Comparing the time and accuracy of the inves-
tigation can determine which method has the best efficiency
and accuracy.

5.2. Experimental Results. The required times for the three
methods are listed in Figure 2. According to the results,
Method 1 took 3,828 min to scan, Method 2 took 1,838 min,
and Method 3 took the least time 1417.3 min, saving about
63% of the time compared to Method 1.

TasLE 7: Evaluated methods in experiment.

No. of method Description

Scan all file types and source data,
including 100% non-HTML and 100%
HTML file formats

Grab 30% of HTML files without
considering file download time, and
examine all file types, including 100%
non-HTML file formats and random 30%
HTML file formats

Remove files that are 90% similar to each
other (including comparison and
scanning time)

Method 1

Method 2

Method 3

The numbers of nonrepeated personal information data
items are 60,005, 44,522, and 53,347 from Methods 1, 2, and
3, respectively, as shown in Figure 3.

Another performance index is the weight value from
calculating the detection count per time slot. The value of
W (Figure 4) for Method 1 is 10 (as a standard), and it is
11.84 for Method 2 and 21.99 for Method 3, which clearly
performs best.

In summary, Method 1 took about 63 hr to investigate
10 websites. Thus, if only 30% of the HTML files are used for
analysis, using Method 2 can reduce the time to 30.63 hr,
saving 51.99% of the time cost while keeping the detection
rate at 74.20%. Method 3 can reduce the time to 23.62 hr,
saving 62.19% of the time cost while increasing the detection
rate to 90.08%. Thus, Method 3 has the best value and con-
tributes the most, as indicated in Table 8 and Figure 5.

6. Conclusions and Future Work

We proposed a precise data processing mechanism to reduce
the time for processing privacy data, which is expected to
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FIGURE 3: Number of nonrepeated personal information data items.

help find personal data leaks on the websites of smart city
platforms, which often store a large amount of personal data,
so our focus was to avoid the risk of data leakage. We devel-
oped a preprocessing method to prune useless data, so as to
accelerate data processing. In previous experience, it was
found that over 90% of Web content is unrelated to personal
information. Hence, a weighting mechanism was proposed
to predict and select useful raw data with a greater chance of
involving personal information. According to the evaluation
results, the implementation reduced the time by 62.19%

while maintaining 90.08% accuracy in finding suspicious
data that contained personal information.

In the next step, the authors aim to scale-up the comput-
ing capability of the system to gain throughput. Because data
privacy protection is usually a continuous task, if the pattern-
comparison process can be leveraged to multiple IoT nodes
or integrated with current smart city implementations, it is
expected to be more adaptable and flexible. The authors will
continue to improve the proposed method, for lower proces-
sing times and better performance.
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TasLE 8: Detection rate for each method. Acknowledgments
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Figure 5: Comparison of detection rates.
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