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Efficient data management plays a critical role in facilitating smooth communication and optimizing resource utilization within the
rapidly growing ecosystem of the internet of things (IoT), which creates vast amounts of content. The emergence of Information-
Centric Networking (ICN) has positioned it as a promising paradigm for facilitating IoT applications, as it prioritizes content-
centric communication. This inherent characteristic of ICN has the potential to greatly improve the performance of IoT systems
through the reduction of latency, conservation of network capacity, and enhancement of scalability. Existing research in this area
focuses primarily on the popularity and freshness of the contents. However, they overlook the limited cache size of constraint
devices, which should be utilized efficiently. This article presents a popularity, size, and freshness-based (PoSiF) transient content
caching, and cache replacement scheme for ICN-enabled IoT devices. For content placement and replacement, the PoSiF scheme
aims to enhance cache utilization through these three parameters while addressing the tradeoff between content size and popular-
ity. The PoSiF technique demonstrates a significant enhancement in cache hit rates, with an improvement of 21.6% compared to
the existing CCS/CES scheme, while effectively reducing hop ratios by 42.5%. On the other hand, cache replacement observes
improved cache hits of 18% over least recently used (LRU) and 7.2% over least frequently used (LFU) while decreasing the average
distance by 4.1% and 7.2%, respectively. While the retrieved freshness is 8.12% and 3.2% less than the LRU and LFU schemes,
PoSiF compensates by satisfying more queries from cache-based content storage than the alternative methods.

1. Introduction

The growing and pervasive use of the internet of things (IoT)
affects every aspect of life. Internet traffic has increased dra-
matically over the past few years as internet users have
increased exponentially. Due to this exponential growth,
the data tsunami was well-anticipated. Video and mobile
traffic are also anticipated to significantly contribute to this
increased volume of devices and traffic [1]. However, this
growth will place additional restrictions on IP-based net-
works and raise numerous issues, such as scalability, energy
consumption, and network congestion [2, 3]. Moreover, the
evolution of new technologies has spawned new require-
ments that pose challenges to the existing client-server archi-
tecture in terms of supporting scalable content distribution,
mobility, and security, among others [4–6]. To address these
issues, several paradigms, such as content delivery and secu-
rity patches, are proposed for the existing architecture, some

of which increase the network’s complexity and create the
issue of patching over patches.

Information-Centric Networking (ICN) has recently
gained attraction as a viable candidate for the future archi-
tecture of the internet [7, 8], where it intends to replace the
address-based internet architecture with a named content-
based architecture. While feasibility and design considera-
tions for applying ICN to IoT are debated [9] in the litera-
ture, in-network caching is an essential feature of ICN that
makes the availability of content closer to the requester
[10, 11]. The typical size of IoT content is small; even a
tiny cache of IoT devices can hold many IoT packets
[12, 13]. In addition, IoT devices are limited in terms of
memory, energy, and bandwidth, making ICN an attractive
alternative. Figure 1 illustrates the fundamental design of
ICN-based IoT, in which IoT nodes publish the content
and subscribers express interest in retrieving the content
from the device cache. In order to alleviate the load on the
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network between the publisher and the subscriber, integra-
tion of ICN into the IoT may assist.

Caching transient content introduces a novel challenge
compared to the caching static or relatively stable content. It
is challenging to manage content that is dynamic, transient,
and subject to rapidly changing popularity and access pat-
terns. Existing research in this area focuses on the popularity
and freshness as thresholds toward content selection for
caching, disregarding the limited cache size, and the relation-
ship between content freshness and cache parameters. This
work aims to present a novel approach that considers con-
tent size and popularity to deduce the content’s weight for
both caching and replacement. We propose an IoT caching
and replacement scheme, PoSiF, that considers essential IoT
parameters, including content popularity, content freshness,
content size, and cache size, while making caching decisions.
The primary contributions can be summarized as follows:

(i) The proposed scheme takes into account the con-
tent’s size, popularity, and freshness in order to
leverage the cache more effectively, as constrained
devices may have limited cache capacities.

(ii) To maximize caching efficiency, the proposed
scheme employs a tradeoff between content size
and popularity.

(iii) Since replacement decisions should be influenced by
the IoT parameters, it finally proposes a cache
replacement scheme that aims to replace the con-
tents of the cache that have lower weights.

The rest of the article is organized as follows: Section 2
provides an overview of ICN architectures and ICN for IoT
and a concise literature review of the relevant articles. While
the proposed PoSiF scheme is presented in Section 3, the
experimental setup, simulation results, and analysis are pre-
sented in Section 4. The article concludes with Section 5.

2. Background and Literature Review

This section details the necessary features to be present in
any ICN strategy. It first focuses on the fundamentals of
the technology, such as the various terminologies used in

ICN, the different ICN models, and the significance of ICN
in IoT. Finally, it presents a brief literature review in this
context.

2.1. Background. ICN can be compatible with the IoT, creat-
ing new opportunities by addressing content by its name.
Literature has demonstrated that ICN-IoT can outperform
[23] IP-based IoT due to its many features and benefits, such
as naming, caching, and security. In ICN, content is dis-
persed and may already be cached in a local node; therefore,
retrieving it from the content source is only sometimes neces-
sary. As a result, this ICN-based strategy may serve as a viable
alternative for intermittently connected nodes [12, 19–21]. The
importance of caching in such contexts is further illustrated by
a fog-based caching system presented in [22] for IoT applica-
tions that use the ICN architecture. In the literature, ICN
architectures such as named data networking (NDN) [17],
publisher-subscriber internet technology (PURSUIT) [16],
convergence [4], scalable and adaptive internet solutions
(SAIL), and data-oriented network architecture (DONA) [15]
have been proposed. NDN differs from the other designs by
incorporating stateful forwarding, content packets signed by
the producer, and content names directly integrated into
packet forwarding. It also supports on-path and off-path
caching, thus outperforming content-centric networking (CCN).

ICN nodes, in general, maintain three data structures,
namely: content store (CS), forwarding information base
(FIB), and pending interest table (PIT). As depicted in
Figure 2, a request is forwarded to the publisher node via
intermediate nodes. These intermediate nodes maintain a CS
containing cached content in order to satisfy the future
demands. Conversely, the FIB stores the interface identifier
and next-hop information for each reachable destination
network prefix and the interface to which the interest message
must be forwarded. The third data structure, PIT, records
interest packets received but not responded to. The request
eventually reaches the publisher, who responds with the con-
tent, and the PIT entries in the intermediate nodes for that
request are deleted as it propagates back to the requester [18].

IoT applications are fundamentally content-centric;
regardless of source, they are primarily concerned with the
content. Every time a publisher creates new content, it is
cached in the network and given a unique name identifier,
irrespective of location. Users who need this content forward
a request to the network, while a caching node sends the
content via the shortest route to the requester [18]. Therefore,
ICN in-network caching may significantly reduce the work-
load of content producers that receive a substantial number of
requests. Distributed caching, decoupled publisher-subscriber
relationships, and location-independent content delivery can
significantly benefit ICN-IoT and enhance the overall perfor-
mance of the potential applications [23].

2.2. Literature Review.Numerous caching strategies have been
proposed for ICN, including the probabilistic in-network cach-
ing scheme, leave copy down (LCD), cache less for more,
collaborative caching, and age-based caching [10, 24–28].
These strategies are meant for regularly requested, prerecorded
multimedia files like YouTube videos, or other substantial
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FIGURE 1: ICN-IoT network: an example.
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content. They were created specifically for an ICN infrastruc-
ture. IoT systems cannot directly use ICN caching techniques,
and the NDN in-network caching capability, including its
parameters, needs to be thoroughly investigated. This sec-
tion examines the literature on ICN-IoT caching techni-
ques; Table 1 summarizes the work. Here, we consider
several factors, including approaches for caching the con-
tent, prominent parameters that were taken into account,
and the drawbacks of these schemes.

IoT systems must overcome several challenges, including
scalability, device heterogeneity, traffic volume, bandwidth
limitations, and low-residual energy [2, 13]. Few studies
have examined the deployment of NDN-IoT and highlighted
the benefits and solutions that can be achieved through
NDN-IoT integration. With its support for named content,
ICN provides content-centric solutions to the problems of
high-data volume [36], scalability, and heterogeneity [37]
that have previously been identified and discussed. The
work presented in [12] is the first experimental investigation
of NDN in IoT and analyzes NDN’s limitations in that con-
text. To evaluate the impact of caching, the authors compared
the performance of content retrieval from the various con-
sumers with and without conventional NDN in-network
caching.

The impact of the freshness of IoT content on NDN
caching is discussed in [29]. In addition to the freshness
parameter included in content packets, the authors propose
a consumer-driven freshness approach. This mechanism
enables the consumer to specify their particular requirement
regarding the freshness of the interest; consequently, the
caching node can determine whether it has the relevant
information. The scheme’s primary flaw is that it ignores
important factors that could influence the decision to cache
content, such as its popularity and size, and thus fails to
achieve higher cache hits.

In [38], the caching of IoT content on internet content
routers is described. In this scheme, the author considers
freshness, and routers dynamically update their caching
probability based on their hop distances to the source of
incoming requests and the freshness requirement. In addi-
tion, the work defines a utility function that addresses a
tradeoff between the multihop delivery from consumer to
producer and the expected loss of freshness for the delivered
content. The main flaw of this solution is that it ignores the
content size parameter. To cache transient content, authors
in [32] consider temporal properties such as content lifetime,
freshness, and popularity while making caching decisions.
The analysis presented by the authors is based on the tradeoff
between the communication costs of content retrieval and
the freshness loss cost of cached items.

IoT devices are energy constrained, and few authors dis-
cuss the need to consider residual energy while making cach-
ing decisions. The work presented in [31] demonstrates that
device energy is an essential criterion for caching decisions
because nodes with the sufficient energy can serve more
requests in IoT devices; consequently, the authors propose
a probabilistic caching strategy. The scheme considers the
content freshness and the device’s residual energy and stor-
age capacity. In [30], an estimation of caching time on the
next-hop node is presented. Based on a caching time model,
the authors propose a cache-aware named-content forward-
ing scheme for weak IoT devices. The main disadvantage of
this scheme is that it does not take into account the freshness
and popularity of content when estimating the content cach-
ing time on neighbor nodes, which does not necessarily relate
to the constrained nature of the IoT devices.

The impact of the various well-known caching and
replacement policies are studied in [39]. The authors suggest
appropriate caching and replacement policies for IoT net-
works in this article. The article examined several IoT
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caching and replacement strategies and offered suggestions
and directions for the future work and suitable criteria to
consider while caching IoT content.

The authors in [33] describe a cooperative caching
scheme for ICN-IoT networks based on the lifetime of IoT
content to save energy and enhance the energy efficiency of
IoT devices. The intermediate nodes perform cooperative
caching based on this information. The result demonstrates
a reduction in overall energy consumption and the average
number of hops when using the scheme. However, the
scheme ignores the content and cache size parameters.

The lifetime-based cooperative caching scheme (LCC)
[33] takes into account only the content lifetime and the
content request rate, while other essential parameters such
as cache size and content size of IoT devices are ignored. A
similar approach is followed in [40], providing insights into
the content’s popularity and residual lifetime (time remain-
ing before the content becomes redundant); however, it
disregards the cache size and content size parameters.
Another study proposes a deep reinforcement learning-
based approach [34] to solve the problem of caching IoT
content at the edge without knowing the popularity of IoT
content in the future, user request patterns, and other con-
text characteristics based on the content metrics. The cach-
ing agent receives multiple signals containing user requests,
context characteristics, and network conditions to monitor
the state of the environment. The caching agent selects a
caching action based on the output and observes the reward
to train and improve the deep NN model. The technique,
however, does not take into account the content size or the
cache size of the constrained devices.

In order to maximize the cache hit ratio, the authors in
[41] proposed a scheme that caches the most popular content
with the longest residual lifetime. The Packet Update Cach-
ing (PUC) scheme [35], on the other hand, employs a circu-
lar buffer to store incoming content and two distinct pointers
for writing and reading operations. Both approaches over-
look the importance of IoT content size, which can influence
the decision to cache.

Similarly, the work presented in [14] proposed a fresh-
ness and popularity-aware caching scheme for an NDN-
based IoT scenario. The author of this work proposed two
important concepts: caching at the core strategy (CCS) and
caching at the edge strategy (CES). CES employs popularity
to make the caching decisions and freshness and popularity
to devise the replacement policy. Another approach for
determining the optimal node for cache placement is pro-
posed in the CNCP scheme [45]. The approach proposes a
bloom filter-based caching and content searching technique
that balances cache occupancy, node energy, and content
freshness. However, it does not regard the cache replacement
decisions based on the tradeoff between parameters. Even
though freshness, popularity, and energy are all taken into
account, none of these approaches focus on the tradeoff
between content size, popularity, and the size of the cache.

Due to limited cache capacity, the caching node must be
discerning when deciding which content to cache. Similarly,

small contents with a comparable or higher request rate fill
the cache slowly and can achieve greater cache hits.

3. Proposed Work

Due to the limited resources of IoT nodes and their inability
to store large amounts of content in memory, it is difficult to
apply traditional ICN caching strategies to IoT content.
Caching techniques that take into account key factors are
required to boost performance by reducing hops and increas-
ing cache hits. Caching transient content instead of repeat-
edly fetching it from the provider can save bandwidth. IoT
nodes are often deployed in the remote locations with unre-
liable network connections and intermittent connectivity
with the other communicating nodes. Moving content closer
to its source enables edge nodes to provide content and
decreases the load on central nodes.

In applications where sensor nodes update content peri-
odically, older parameter values expire and become invalid.
Here, the lifetime of the content is the period between two
successive changes. Typically, transient content has a fixed
lifetime and is regularly updated. Several transient content
caching schemes have been proposed in the literature to
enable this functionality [32, 38], and many others discuss
caching in IoT devices [22, 31, 33–35]. The present cache
replacement algorithms, however, are ineffective since the
requesting node must maximize cache freshness while the
contents receive updates because transient content is period-
ically updated. Moreover, limited cache availability in IoT
nodes necessitates the retention of the most popular contents
during cache replacement. This section presents the pro-
posed PoSiF transient content caching and cache replace-
ment scheme that considers popularity, size, and freshness
while making caching decisions.

3.1. Problem Formulation.We propose a caching and replace-
ment technique based on the content popularity, size, and
freshness, with the dispersal of caching decisions depending
on the tradeoff between content size and popularity. The
objective is to replace cached content when it is full or has
expired in order to prevent stale or expired content from
being served from the cache. The following considerations
must be taken into account when designing the scheme:

(i) The IoT content routers’ remaining cache size may
be insufficient to store all of the content along its
path, resulting in cache-miss of frequently requested
content.

(ii) Content request rates (or popularity) and content
sizes may vary. Caching policies should prioritize
smaller content with high request rates over larger
content with similar or lower request rates. Other-
wise, this will lead to unwarranted content store
flooding and decreased cache hits.

(iii) Maintaining the content freshness of cached content
is also challenging due to the fact that transient con-
tent in the content store will eventually become
obsolete and invalid.

Wireless Communications and Mobile Computing 5



The content producer node indicated as S, is responsible
for creating content. The intermediate/caching nodes are
represented by N1;N2;N3;…;Nn, while the contents are
represented as d1; d2; d3;…; dn. The consumer nodes, C1;
C2;C3;…;Cn, request content from the producer or caching
nodes.

3.2. Key Factors. Next, we will investigate the key factors that
are considered by our proposed policy and how they influ-
ence caching decisions on the constrained devices.

3.2.1. Cache Size. We can infer that nodes with large storage
capacities are more likely to cache incoming content. On the
other hand, the nodes with limited storage should be very
picky about what content they decide to cache. The cache
size is heavily confined by the typical cache size of con-
strained devices, which is measured in kilobytes. Therefore,
to enhance cache management for IoT devices, we take the
remaining cache size into account while making caching
decisions for the incoming content. Typically, sensor content
is small and only a few bytes long. These contents should be
updated or replaced when they reach the end of their useful
life in order to make room for a new version of other data in
the cache. Thus, taking cache size into account may help you
to decide more wisely to increase cache utilization.

3.2.2. Content Popularity. The number of requests for specific
content in a given time frame is referred to as content pop-
ularity. The popularity of content plays a vital role as a small
percentage of content is requested more frequently than the
others [10]. Therefore, storing popular content on devices
with a small cache capacity may result in an increase in cache
hits and a decrease in average hop counts. In selective cach-
ing schemes that consider content popularity, content with
higher request rates should take precedence over less popular
content. To illustrate, as shown in Figure 3, node N3 receives
numerous requests for content d1 from consumers C1 and
C2. As a result, node N3 treats d1 as popular content and
prioritizes caching it above d2, which only received a single
request from C3.

3.2.3. Content Freshness. Another difficult issue with caching
transient content is maintaining content freshness, which
may result in caching and delivering expired content if not
properly considered. For instance, a time-sensitive applica-
tion such as e-Health would require the most recent content
because rapid changes in a patient’s health require immedi-
ate attention. Similarly, in the event of a smart grid device
failure, it is expected that the most up-to-date information
will already be stored locally rather than needing to be
fetched from the server. Remaining freshness can be calcu-
lated using the content lifetime, generation time, and arrival
time. For an incoming content, it can be computed as fol-
lows:

Freshnessd ið Þ ¼ 1 −
Ai − Gi

Li
: wheref gAi − Gi<Li: ð1Þ

Equation (1) exhibits the freshness of content di at
the content router where Gi is content generation time at
the producer, Ai is arrival time at caching node, and Li is the
lifetime of the content. If the time difference between Ai and
Gi is smaller than Li, it signifies that the content is still valid
and cacheable; otherwise, the content router will discard it.
The remaining freshness of the content when it is received by
the content router for caching is shown in Figure 4. The
producer node in this illustration regularly generates the
content every 5 s. Since we assume a link latency of 0.5 s,
the same at node N2 still has 4 s before it expires. The lifetime
of the content expires and becomes invalid after 4 s, assum-
ing no new updates are received. Therefore, this content
must be removed from the cache, as it should not be used
to satisfy future requests.

Cache placement and replacement have received little
attention in the literature, and there are very few metrics
that aim to strike a balance between cache size, freshness,
and the relative popularity of cached and new content.

3.3. PoSiF Caching and Replacement Scheme. The proposed
popularity, size, and freshness-based (PoSiF) transient content

S

S Data source Cached data

Consumer nodes
NodesNi

d1
Ci

N1 N2 N3 C2

C3

C1

d1

d1

d2

FIGURE 3: Caching a popular content in ICN-ioT.
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caching and cache replacement scheme seeks to achieve a
balance between cache size, content size, and popularity.
The central concept of our proposed scheme is that a tradeoff
between content size and content popularity should be con-
sidered within the cache in order to achieve better cache hits,
reduced node energy consumption, a shorter round trip to the
source, and limited bandwidth utilization. Furthermore, IoT
devices can benefit greatly from the tradeoff between content
size and content popularity.

Table 2 shows the list of variables and a description of
these variables used for the purpose of design. Let us define
the weight of incoming requests as Win based on their
request rate and the size of the content, and can be derived
as shown in Equation (2).

Win ¼ Pin∗Qin: ð2Þ

On a content router, Win represents the weight assigned
to each incoming content. The value of Win should increase
when the content has a higher request rate or requires less
cache space and decrease otherwise. In Equation (3), Pin
shows the popularity weight of incoming requests on the
caching node, where incoming content with higher popular-
ity may achieve a greater value of Pin.

Pin ¼
Rin

Rin þ ∑n
t¼1 Rt½ � : ð3Þ

In Equation (4), the variable Qin represents the weight
associated with the size of incoming requests on the caching
node, which returns a greater weight for smaller incoming
content. Here, din represents the size of incoming content
arriving at the caching node, and Dt represents the content
size of the cached items.

Qin ¼ 1 −
din

din þ ∑n
t¼1 Dt½ � : ð4Þ

On a caching node the weight of to be evicted cached
content (WeC) is determined by Equation (5) to accommo-
date incoming content. Here, WeC has a greater value when
cached content has a greater request rate and uses less cache
space on the caching node.

WeC ¼ PeC∗QeC: ð5Þ

The cumulative PeC and QeC values for multiple contents,
which are present in the content store at present, can be
calculated as follows given in Equations (6) and (7), respec-
tively.

PeC ¼ ∑k
i¼1ReCi

Rin þ ∑n
t¼1 Rt½ � ; ð6Þ

QeC ¼ 1 −
∑k

i¼1deCi

din þ ∑n
t¼1 Dt½ � : ð7Þ

The popularity weight of cached content that has to be
removed is represented by PeC in Equation (6). The request
rate of the content that needs to be removed from the content
router cache is represented by ReCi

. Furthermore, n denotes
the total number of cached items, while k denotes the num-
ber of evicted items. A less popular piece of content yields a
lower PeC value, and vice versa. In order to accommodate
incoming content, the weight of the cached content size that
should be evicted is represented by QeC in Equation (7).
Higher cached content occupancy results in lower QeC
values, where deCi

is the content size that needs to be
evicted.

The amount of available cache space at the caching node
determines which caching decision is made: directly caching
incoming content when sufficient space is available, or repla-
cing existing content with cache replacement methods. As
depicted in Figure 5, upon receiving a content packet, a
content router will examine cache occupancy and available
space. If there is available space in the cache memory of the
content router, the packet will be placed there; if not, existing
content must be removed from the cache memory. Because
different publishers provide a variety of content, the packet
size may vary based on the type of data being transmitted.
When incoming content is added to the cache, the total size
of all cached content cannot exceed the cache limit (CL)
defined in Equation (8).

Dt þ din>CL: ð8Þ

The CL is the maximum amount of content that a con-
tent router can store in its cache. In order to determine

0.5 s
delay

0.5 s
delay

Data lifetime
5 s

Residual
freshness

4 s

S Data source
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FIGURE 4: Remaining freshness of cached contents.
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whether the cache has sufficient space to store the incoming
content, the content router will initially extract the content
size and request rate of the incoming content. If the Expres-
sion 8 returns false, it adds the content to the content store
without performing an evaluation. Otherwise, the value of
WeC is determined in order to decide whether or not to evict
specific content from the caching node. WhenWin is greater
than WeC , incoming content will be cached by evicting
entries for which the cumulative value WeC was determined
to be less.

The content storage is sorted in ascending order of Win
whenever content packets are cached or replaced there. Ini-
tial estimates assume that both the cumulative request rate
ReC and the cumulative content size deC are zero. It is calcu-
lated at each iteration using the Equations (9) and (10).
These equations determine the content size that needs to
be removed to make place for incoming content as well as
the request rate. We calculate the size of the content packet to
be removed from the cache to make room for the incoming
content packets until sufficient space for the incoming con-
tent is discovered by searching for conditions where deC is
smaller than din.

ReC ¼ ReC þ Rrate Ctemp

À Á
; ð9Þ

deC ¼ deC þ size Ctemp

À Á
: ð10Þ

Each time an incoming request packet is received, the
rate of incoming requests is updated. To accomplish this,
Vural et al. [32] suggest updating and maintaining a sliding
window of request receipt times. It records the time of the
most recent instances ofW request packet reception in order
to estimate Rin. Each caching node keeps a sliding window of
this sizeW that logs the timestamps of all the request packets
for each content. As proposed by the authors, the average
request rate can be calculated through Equation (11).

Rin ¼ Nreq= tw − t1ð Þ; ð11Þ

where tw and t1 are the last and first timestamps of the
incoming request window W, respectively, and Nreq denotes
the number of content requests in the time frame.

3.4. Algorithm. As illustrated in Algorithm 1, intermediate
nodes in our proposed PoSiF scheme perform caching and
replacement. Before a caching decision is made, incoming
content is parsed for Rin and din, as shown in Lines 1–2. The
algorithm calculates cache size and limit to determine cache
occupancy and total cache size, as shown in Line 3, in order

TABLE 2: Summary of the design parameters.

Variable name Description

Ai Arrival time of the generated content at caching node
deC Size of the content that need to evict
din Size of content arriving at content router
Dt Size of the item present in content store
Gi Generation time of the content at producer node
Li Lifetime of the content for which it is valid
k Represents the number of evicted content
n Represents the total number of cached content
PeC Weight of the popularity of cached content that need to evict to accommodate incoming content
Pin Weight of the popularity of incoming content
QeC Weight of the content sizes of cached content that need to evict to accommodate incoming content
Qin Weight of the content size of incoming content
ReC Request rate of the content to evict from content router cache
Rin Request rate of incoming content
Rt Request rate of the item that present in the content store
t It denotes the item of the content router cache
Win Weight of the incoming content
WeC Weight of the cached content that need to evict to accommodate incoming content

C1 C2

Cin

(1) Add

(2) RearrangeC3 C4 – –

ðaÞ

C1Cin
(1) Evict(2) Add

(3) RearrangeC2 C3 C4 C5 C6

ðbÞ
FIGURE 5: Caching incoming content (a) content store vacant and (b) content store full.
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to determine whether the cache has sufficient space to store
incoming content. If sufficient space is available, incoming
content will be cached; otherwise, cached content will be
replaced, as shown in Lines 4 through 12. The algorithm
iterates through the cache and calculates the weight of
cached content PeC , QeC , and WeC using deC and ReC as
indicated in Lines 13–15. The weight of incoming content,
Win, is calculated with Pin and Qin as stated in Lines 16–18. If
Win>WeC , then new content must be added to the cache;
otherwise, as shown in Lines 19–24, no replacement will
occur.

3.5. Use Cases with Examples. There are two possible out-
comes with the proposed PoSiF approach: either there is no
possibility of replacement, or the cached content can be
updated to include incoming content. Each of these scenarios
is illustrated here.

3.5.1. No Replacement. In the following two cases, as also
illustrated in Figure 5, there will be no replacement: either
the content store or cache has enough space to accommodate
incoming content, or caching incoming content is no more
beneficial than keeping previously cached content. In the
scenario depicted in Figure 6, newly arriving content does
not take precedence over previously cached content. Existing
content will be retained in the cache in this case. Consider a
cache with a CL of 6 kB that is completely filled with 1 kB of
content. The request rate for each content is 1 request/ms,
while the incoming content’s din size is 2 kB, and its Rin

request rate is 1.5 requests/ms. Therefore, the total request
rate Rt and total cached content sizeDt are both 6. According
to Equation (2), the calculated weight of incoming content
Win is 0.15.

In the increasing order of Win of the current contents,
our PoSiF scheme sorts and iterates the content store. Since
content with a lower weight is at the top, C1 and C2 must be
evicted from the cache to make room for new content Cin,
which is of size 2kB; therefore, their cumulativeWeC is com-
puted. There are two factors at play here: ReC , which repre-
sents the sum of the request rates for both requests and deC ,
which represents the sum of the size of the content that will
be evicted. Based on the expression 5, the value of WeC is
computed to be 0.20. Thus, it can be seen that the condition
Win<WeC is satisfied. Therefore, incoming content will not
be cached, ensuring that the cache satisfies more requests.

3.5.2. With Replacement. With our proposed scheme, exist-
ing contents in the cache will be replaced if there is insuffi-
cient space to store incoming content. However, it is more
beneficial if the cache contains out-of-date information that
should be removed. Figure 7 illustrates a scenario in which
the cache size is 6 kB and the incoming data is 2 kB. The

Cin
Size (Cin) 

Size (Ci) 

X

Rin

Reci

1.5 Req/s

2 KB

1 Req/s
1 KB

C1 C2 C3 C4 C5 C6

V i

FIGURE 6: Example: no content replacement in cache.

(2) Add
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Rin

C1 C2 C3 C4

Cin
2 Req/s

2 KB

2 KB; i = 1, 2
1 KB; i = 3, 4
1 Req/s; V i

FIGURE 7: Example: content replacement in cache.

1: function ADD(Cin)

2: Rin ¼RRate Cinð Þ
3: din ¼ Size Cinð Þ
4: if Size Cacheð Þþ din>CL then

5: deC ¼ 0

6: ReC ¼ 0

7: i¼ 0

8: while deC<din  i<Size Cacheð Þ do
9: Ctemp ¼Cache i½ �
10: ReC ¼ReC þRRate Ctemp

À Á
11: deC ¼ deC þ Size Ctemp

À Á
12: i¼ iþ 1

13: end while

14: PeC ¼ ReC
RinþRt

15: QeC ¼ 1− deC
dinþDt

16: WeC ¼PeC∗QeC

17: Pin ¼ Rin
RinþRt

18: Qin ¼ 1− din
dinþDt

19: Win ¼ Pin∗Qin

20: if Win>WeC then

21: Add Cache;ð CinÞ
22: for j¼ 0 to i do

23: Ctemp ¼Cache j½ �
24: Evict Cache;ð CtempÞ
25: end for

26: return true

27: else

28: return false

29: end if

30: else

31: Add Cache;ð CinÞ
32: return true

33: end if

34: end function

ALGORITHM 1: PoSiF scheme.
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cache is populated with 2 and 1 kB contents whose request
rates are 1 request/ms, while the request rate for incoming
content is 2 requests/ms. Consider that Rt equals to 4 and Dt

equals to 6. Through Equation (2), Win can be calculated to
be 0.247. Since the content store is sorted in ascending Win

order, the least weighted content is always at the top. In order
to accommodate incoming content, C1 must be removed;
consequently, their cumulative WeC is computed, such that
deC is 2, and ReC is 1. Based on the Expression 5, WeC equals
0.124. Clearly,Win is greater thanWeC . As a result, incoming
content will be cached, indicating that our scheme prioritizes
incoming content with a higher weight. This decision
enhances future request fulfillment and ensures the caching
of content with a small file size and a high request rate. Thus,
the proposed PoSiF scheme chooses content that will gener-
ate a greater number of cache hits than less popular content
of the same size, in this case, C1.

4. Experimental Results

This section first provides an overview of the experimental
setups and existing schemes, including Caching Everything
Everywhere (CEE) [17], LCD [25], and CCS/CES [14]. It
then compares the proposed scheme alongside these state-
of-the-art schemes. Additionally, we compare PoSiF with
least recently used (LRU) [44], least frequently used (LFU)
[44], and CCS/CES for cache replacement.

4.1. Experimental Setup. The experimental environment is
set up for implementing the proposed, and other existing
schemes in the ndnSIM [42], a library of NS-3 simulator
[43] installed on a machine running Ubuntu 16.04, using
the default content store and the Network Forwarding Dae-
mon (NFD). The simulation scenario considered here is sim-
ilar to the one depicted in Figure 1; however, we randomly
deploy 100 nodes over an area of 100× 100 m2, of which 5
are content publishers, and 45 are content subscribers. We
assume that the nodes transmit the content of sizes 1,024 and
2,048 bytes at different rates. Various subscribers transmit
requests, which are then satisfied by either a caching node or
the content publisher. Due to the IoT device’s constrained
memory, each node’s cache size is restricted to 2,048 bytes.
The remaining parameter configurations are described in
Table 3.

4.2. Existing Schemes. CEE [17] is a caching strategy in ICN
networks intended to reduce downstream latency and
upstream bandwidth usage. In the CEE scheme, every con-
tent router along the path caches a copy of the content. CEE
scheme suffers from the problem of caching redundancy.
The same request can be answered by multiple nodes simul-
taneously, and numerous neighboring nodes are expected to
get the same data packet. Therefore, the benefit of caching is
offset by energy and network resource waste.

The authors in [25] proposedLCD to enhance the con-
tent caching structure by minimizing data redundancy. LCD
scheme stores a copy of the data beneath the node at which a
hit occurs. LCD tends to store content near the producer,
and it reduces the producer’s workload by caching popular
content closer to consumers with each cache hit. However, it
increases the number of identical data replications on the
return path.

The CCS and CES [14] highlight the distinct require-
ments of the core and the edge of the network. Equation (12)
shows the caching probability of packet dk, where Fdk is the
freshness of packet dk, Idk is the number of interest packets in
time frame T, Pth is popularity threshold, and Fth is freshness
threshold [14].

pc;dkðCCSÞ ¼

1; if Idk ≥ Pth  Fdk ≥ Fth
Fdk
Fth

; if Idk ≥ Pth  Fdk ≤ Fth

0; otherwise

8>>><
>>>:

: ð12Þ

The caching probability is always set to 1 for frequently
used, long-lived data packets. Data packets that are not in
high demand are never cached, so their caching probability is
always 0.

If dk is the least requested content, the likelihood of
caching in the CES scheme is less than 1, and if dk is the
most requested content, the probability of caching is set to 1
in the CES scheme, which is determined by Equation (13).

pc;dkðCESÞ ¼
Idk

max8di Idi
À Á : ð13Þ

The CCS/CES scheme takes into account the parameters
of content freshness and popularity, and caches the content
only if it exceeds a predetermined threshold limit in terms of
both freshness and popularity. These observations are based
on the threshold limits and may not always be suitable.
Moreover, they do not consider the content size parameter,
leading to inefficient use of cache resources.

4.3. Results and Discussions. Comprehensive simulations
were performed to assess the performance of PoSiF and other
existing schemes. The experimental outcomes were evaluated
using metrics such as cache hit ratio and hop ratio, which
were measured under the different request rates. While the
cache hit ratio represents the overall performance of the
cache and its utilization index, the hop ratio illustrates
the overall reduction in path length between the content

TABLE 3: Simulation parameters.

Parameter name Description

Publisher 5
Subscriber 45
Cache size 2,048 bytes
Content size 1,024 and 2,048 bytes
Mobility model Random-direction
Popuparity model Based on time window used
Connectivity Wifi
No. of simulation runs 50
Simulation time 100 s
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producer and consumer. Additionally, the average freshness
and average distance were calculated for multiple content
lifetimes with varying values.

4.3.1. Cache Hit Ratio. The efficacy of a cache system can be
evaluated using a metric known as the cache hit ratio. As
shown in Equation (14), the cache hit ratio is the proportion
of successful cache accesses relative to total cache accesses
(hits plus misses).

CacheHit Ratio¼ CacheHits
Total CacheAccesses

: ð14Þ

The cache hit ratio for a request rate of 0.1 request/ms is
shown in Figure 8(a). The figure illustrates that CEE and
LCD schemes have fewer cache hits than the CCS/CES
scheme and the proposed PoSiF scheme. The CEE scheme
is the fundamental caching scheme in the ICN network,

where a copy of the content is cached at every intermediate
node. However, this scheme suffers from content duplica-
tion. The LCD method maintains the cache at the network’s
edge, moving the cache in that direction on each cache hit.
The CEE and LCD schemes exhibit a notably lower cache hit
ratio in comparison to other schemes as they do not consider
content freshness and popularity. Consequently, these
schemes may result in the delivery of outdated or caching
unpopular content.

CCS/CES scheme, on the other hand, considers the pop-
ularity and freshness parameters of the content while making
the caching decision, thereby outperforming CEE and LCD
schemes. This is due to the fact that caching popular and
fresh content can satisfy more requests from the content
store. However, the CCS/CES scheme performs worse than
PoSiF as they consider content size and popularity only as
thresholds while caching, failing to prioritize them so as to
maximize cache hits. Therefore, smaller contents may be
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FIGURE 8: Cache hit ratio for request rate (a) 0.1, (b) 0.5, (c) 1, and (d) 3 request/ms.
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evicted due to the insertion of very large content with mar-
ginally higher content popularity, thereby affecting the cache
hit ratio negatively. In contrast, the weight of incoming con-
tent is computed based on its popularity, freshness, and
content size in PoSiF, prioritizing smaller and more popular
content over the others while caching. It can be observed
from Figure 8(a) that the PoSiF scheme is approximately 40%
more efficient than CCS/CES.

Similar trends can be observed for request rates of 0.5,
1.0, and 3.0, as depicted in Figure 8(b)–8(d), where the improve-
ment for the proposed scheme over CCS/CES schemes is
approximately 16.4%, 23.0%, and 7.0%, respectively, attain-
ing an overall improvement of 22% in terms of cache hits. It
can further be observed that the cache hit ratio increases
with the increase in content lifetime and popularity. As the
lifetime increases, a greater number of requests are satisfied
by the caches over a longer period of time. Because cache
size is fixed, the cache hit ratio may not increase

significantly with an increase in content lifetime, and simi-
lar cached content may not differ significantly in terms of
cache hits.

4.3.2. Hop Ratio. The hop ratio is defined as the ratio between
the average hop count and the physical distance between the
producer and the consumer. It attempts to demonstrate, on
average, how close the contents are per unit distance between
the source and the destination as a result of caching. The
comparative results between CEE, LCD, CCS/CES, and
PoSiF for a request rate of 0.1 request/ms are shown in
Figure 9(a). The figure illustrates that, while the CEE and
LCD schemes have a higher hop ratio than CCS/CES and
PoSiF, the PoSiF scheme shows approximately a 30% reduc-
tion compared to the current CCS/CES scheme. This is due
to the fact that our proposed PoSiF scheme prioritizes small,
popular content to remain in the cache for longer. CCS/CES,
on the other hand, do not consider content size metrics and
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FIGURE 9: Hop ratio for request rate (a) 0.1, (b) 0.5, (c) 1, and (d) 3 request/ms.
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place a greater emphasis on freshness and popularity metrics,
causing some content routers to drop small content with
similar or slightly lower popularity. This leads to accommo-
dating a smaller number of items in the cache, thereby reduc-
ing the chance of cache hits at nearby nodes.

Similar trends can also be observed for the request rates
of 0.5, 1.0, and 3.0, as depicted in Figure 9(b)–9(d), where the
CEE and LCD schemes attain less hop ratio than the CCS/
CES scheme, while improvement for PoSiF is about 44%, 48%,
and 48%, respectively, compared to the CCS/CES scheme.
Therefore, it can be concluded from the comparisons of the
proposed PoSiF scheme and the existing CCS/CES scheme
that the former achieves an average of 40% lower hop ratio.
It is to be noted that Figure 9 shows a higher hop ratio for a
low-content lifetime, where the hop ratio decreases with the
increase in content lifetime and popularity. In these cases,
most of the in-network cached copies of the content expire
before they can satisfy another request if both the lifetime and

the request rate are very short. As a result, the contents are
delivered directly from the producer, which increases the hop
ratio.

4.4. Efficacy of Cache Replacement. Several challenges are
faced while tackling content replacement, including main-
taining cache consistency, evictions, and the content’s fresh-
ness. IoT devices may have limited storage capacity for
caching, buffering, or storing data temporarily. Large content
sizes can occupy a large portion of available storage space,
limiting the device’s capacity to locally store and interpret
data. The popularity of content, however, has a direct effect
on the efficiency of caching solutions. Delivering frequently
requested content from local caches reduces the need to
retrieve data from remote sources, thereby decreasing
latency. To improve cache utilization, less popular content
should be replaced with highly popular content. In instances
where IoT content is transient, its freshness must be
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considered when making caching decisions. It indicates the
amount of time since the data were generated, updated, or
received. Transient content is only valid for a limited time,
after which it should be removed or replaced with new con-
tent. IoT devices have limited cache memory; consequently,
smaller content with greater popularity and longer remain-
ing freshness will be prioritized in the cache. Therefore,
maintaining the relationship between these three parameters
becomes the fundamental criterion.

Cache replacement plays a significant role when consid-
ering the caching of transient content. LRU [44] and LFU
[44] are two of the most prevalent cache replacement poli-
cies. LFU is more efficient than LRU and can circumvent the
issue where periodic or accidental operations cause the cache
hit rate to decrease [44]. To assess the efficacy of our pro-
posed scheme, we compare the PoSiF scheme with both LRU
and LFU cache replacement schemes in terms of the cache
hit rate, cache freshness, and average distance, as depicted in

Figures 10(a) through 11(d). In order to accommodate a wide
range, the values for the incoming request rates are shown in
the log scale in these figures, while the value of x is assumed to
be 0.03 requests/ms.

4.4.1. Cache Hit Ratio. First, we compare the cache hit ratio
of LRU and LFU with our proposed scheme for transient
content with various lifetimes of 2, 4, 8, and 16 s. Each
node determines the request rates of cached contents and
computes the average request rate of cached contents. In
Figure 10(a), a comparison of the cache hit ratio between
the three schemes is depicted for a cache lifetime of 2 s. The
figure illustrates that the LFU performs about 12% better
than the LRU cache replacement scheme. On the other
hand, the PoSiF scheme performs approximately 33% and
19% better than the LRU and LFU schemes, respectively.
This is because our proposed PoSiF scheme prioritizes higher
weight content inside the cache and evicts the small-weight
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contents. On the other hand, LRU and LFU perform well in
some applications but do not adapt effectively to changing
access patterns.

Figure 10(b)–10(d) shows analogous observations for
lifetimes 4, 8, and 16 s, respectively. Here, the approximate
average improvements by the proposed scheme compared to
LRU and LFU schemes are about 13% and 5%, 8% and 3%,
17%, and 3%. Based on the comparisons between the pro-
posed PoSiF scheme and the existing LRU and LFU schemes,
it can be concluded that the proposed scheme achieves an
average of about 18% and 7.2% more cache hits than LRU
and LFU, respectively. In addition, it is evident from all four
sets of results that the cache hit ratio for all three strategies
converges as the request rate rises, as the majority of requests
is directed toward the few most popular contents, which are
more likely to be cached under all three systems.

4.4.2. Retrieved Freshness. Retrieved freshness represents the
content’s remaining lifetime as it arrives at an intermediate
node, and therefore, the content’s freshness is greatest at its
source and decreases as it propagates to more distant nodes.
The retrieved freshness can be calculated with the help of
Equation (1). The comparison of the retrieved freshness
between the proposed method, the LRU, and the LFU
schemes for a content lifetime of 2 s is shown in Figure 11(a).
The figure illustrates that the LFU cache replacement scheme
gives 4.76% lower freshness than the LRU scheme. On the
other hand, the PoSiF scheme attains 11.60% and 7.18%
lower retrieved freshness than the LRU and LFU schemes,
respectively. Similar patterns can be seen for lifetimes of 4, 8,
and 16 s, as shown in Figure 11(b)–11(d), respectively, where
the proposed scheme improves on LRU and LFU schemes by
4.41% and 0.8%, 5.77% and 0.86%, 10.72%, and 3.98%,
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respectively. Based on the comparisons between the pro-
posed PoSiF scheme and the existing LRU and LFU schemes,
it can be concluded that the former achieves, on average,
8.12% less freshness than the LRU scheme and 3.2% less
than the LFU scheme.

As the PoSiF aims to satisfy more requests from cache-
based content stores than the other schemes, it tends to
deliver valid but relatively older content which negatively
impacts the retrieved freshness of the delivered content. As
the content retention periods increase, the PoSiF scheme
satisfies more requests from cache-based content stores
than the other schemes, decreasing the freshness of the con-
tent retrieved. On the other hand, LRU and LFU schemes
prioritize regularly requested and frequently accessed con-
tents, respectively. This leads to discarding contents from the
cache irrespective of their remaining lifetime or their size,
thereby increasing the retrieved freshness. The results also
demonstrate that a smaller lifetime and lower request rates
result in a greater degree of retrieval freshness. If both the
lifetime and request rates are relatively low, the majority of
in-network cached copies of the content will expire prior to
serving another request. This results in most content being
retrieved directly from the producer and arriving at the con-
sumer with greater freshness. In contrast, as the packet’s
lifetime and request rate increase, the freshness of the
retrieved content decreases, indicating that a larger propor-
tion of content requests will be served from the cache.

4.4.3. Average Distance. The hop distance between the con-
tent requester and content producer is deemed the maxi-
mum distance, where the hop count is decreased when a
request is fulfilled by an intermediate cache node. The aver-
age distance for a lifetime of 2 s is shown in Figure 12(a). The
figure illustrates that the LFU cache replacement scheme
gives a 2.4% lower hop distance than the LRU scheme. On
the other hand, the PoSiF scheme gives 10.7% and 8.4%
lower average distances than the LRU and LFU schemes,
respectively. This is due to the fact that popular requests
are satisfied from the intermediate caches, resulting in fewer
hops in PoSiF. It can also be observed that the distance
decreases with the increase of the content lifetime for all
three schemes. This happens because, within the large time
frame, more requests will get satisfied from the cache.

Figure 12(b)–12(d) depict similar trends for lifetimes 4, 8,
and 16, where the improvement for the proposed PoSiF
scheme compared to the LRU and LFU schemes is approxi-
mately 4.7% and 3.2%, 7.1% and 1.8%, and 8.1% and 2.8%,
respectively. Therefore, it can be concluded that the pro-
posed PoSiF scheme reduces hops by an average of 7.6%
when compared to the LRU scheme and 4.1% when com-
pared to the LFU scheme.

5. Conclusions and Future Works

Although it is clear that considering cache size and freshness
when caching transient content in IoT is useful for various
reasons, the great majority of prior efforts hase not consid-
ered essential parameters as design requirements. Further-
more, by making the content size, the primary consideration

in caching decisions and simultaneously taking into account
the request rates or the popularity of the content, the issue of
low-cache hits and large hop counts can be somewhat miti-
gated. This article offers a transient content caching and
cache replacement method (PoSiF) based on popularity,
size, and freshness for ICN-enabled IoT devices in order to
accomplish these objectives. The experimental results dem-
onstrate significant improvements in hop counts, cache hits,
freshness, and distance over other existing and state-of-the-
art schemes.

Transient content caching is a valuable tool for applica-
tions that require frequent access to the updated data, such as
stock market tickers, sports scores, and weather predictions.
The primary objective of this technique was to efficiently
utilize the content store. However, it may not yield satisfac-
tory outcomes when implemented in scenarios where con-
tent sizes are uniformly distributed over the network.
Furthermore, it is worth noting that there are prospects for
further study aimed at enhancing the functionality of IoT
devices with limited capabilities. Future research should pri-
oritize investigating several elements, including energy effi-
ciency considerations, effective management of large interest
tables, and robust security measures. These areas have the
potential to significantly enhance the usability and function-
ality of IoT technology. Adapting content delivery to each
user’s desires, habits, and surroundings is a potential area of
research for the near future. This may entail dynamically
adjusting cache content based on user interactions or target-
ing certain user segments with cached content. Security and
privacy should be taken into account during transient con-
tent caching. Therefore, caching techniques that safely han-
dle sensitive data and prevent data leaks or illegal access may
be another focus of the future studies.
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