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Data collection and energy consumption are critical concerns in Wireless sensor networks (WSNs). To address these issues, both
clustering and routing algorithms are utilized. Therefore, this paper proposes an intelligent energy-efficient data routing scheme for
WSNs utilizing a mobile sink (MS) to save energy and prolong network lifetime. The proposed scheme operates in two major
modes: configure and operational modes. During the configure mode, a novel clustering mechanism is applied once, and a
prescheduling cluster head (CH) selection is introduced to ensure uniform energy expenditure among sensor nodes (SNs). The
scheduling technique selects successive CHs for each cluster throughout the WSNs’ lifetime rounds, managed at the base station
(BS) to minimize SN energy consumption. In the operational mode, two main objectives are achieved: sensing and gathering data
by each CH with minimal message overhead, and establishing an optimal path for the MS using the genetic algorithm. Finally, the
MS uploads the gathered data to the BS. Extensive simulations are conducted to verify the efficiency of the proposed scheme in
terms of stability period, network lifetime, average energy consumption, data transmission latency, message overhead, and
throughput. The results demonstrate that the proposed scheme outperforms the most recent state-of-the-art methods significantly.
The results are substantiated through statistical validation via hypothesis testing utilizing ANOVA, as well as post hoc analysis.

1. Introduction

Wireless sensor networks (WSNs) are made up of several
resource-constrained sensor nodes (SNs). The SNs are used
to sense the physical environment around them and transmit
their sensory data to the base station (BS) [1]. Unlike SN, the
BS has substantial resources. So, it gathers data, analyze it, and
then sends the useful information via the internet to the cloud
server or end user [2]. Nowadays, WSNs technology has
became smart and can be exploited for different functionalities:
intercommunication, decision-making ability, military surveil-
lance networks, tracking the objects’ movements and their
speeds, and monitor critical circumstances, such as tempera-
ture, humidity, and pressure [3-6]. In Jain et al.’s [7] study, the
authors survey hierarchical routing protocols in WSNs with
mobile sink (MS), focusing on event-driven and query-driven
scenarios. They discuss the challenges of sink mobility and the
need for tailored routing protocols based on application

requirements. The paper provides a comparative analysis of
these protocols, highlighting their functionalities, advantages,
and performance parameters.

One of the main protective aspects in the WSN architec-
ture of SN is to avoid the probable breach of cyber criminals.
Attackers may try to amend the behavioral pattern of normal
SNs through different types of attacks: eavesdropping, the
node capture, and spoofing attacks. So, securing the routed
aggregated data from SNs to the sink is one of the most
imperative issues. Generally, the sensors of wireless network
may expose to an adversary breaches by sensing the wireless
channel and capturing the data being transferred in an unau-
thorized manner. In Okine et al’s [8] study, the authors
present a novel approach for routing in tactical wireless sen-
sor networks (T-WSNs) used in military operations. These
networks face unique challenges like jamming attacks, which
disrupt data communication and complicate packet routing.
The proposed solution utilizes distributed multiagent deep
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reinforcement learning to overcome these challenges and
find reliable routes while meeting strict delay and energy
requirements. It considers factors such as hop count, one-
hop delay, packet loss rate, and energy cost in action reward
estimation. Comparative analysis shows that the proposed
scheme outperforms existing algorithms in terms of packet
delivery ratio, packet delivery time, and energy efficiency,
making it a promising solution for routing in T-WSNs under
jamming attacks.

However, WSNs are often established in an inaccessible
environment, and the SNis suffer from the batteries limitation
which cannot be charged or replaced [9, 10]. According to
these limitations, energy preservation is a vital aspect in the
creation of an effective routing protocol. In addition, the
extending of lifetime of the WSNs are precisely associated
with the SN’s battery life [11]. For the design of an effective
routing protocol, several goals should be achieved: minimize
the consumed energy, maximize the packets delivery ratio,
enhance throughput, extending network lifetime, and decline
computational overhead. It is recognized that creating rout-
ing protocol is based on two aspects: an efficient clustering
method and using MS to communicate to the BS. The
achievement of the aforementioned goals is significantly
impacted by these factors [12]. So, several research has
been performed on the energy saving of the SNs [13, 14].

The present energy-saving methods partition the entire
network area into distinct clusters. Each cluster has a cluster
head (CH) [15]. The major role of a CH is to gather the
sensory data from its cluster members (CMs) and send it
to the BS, which considerably expands the lifetime of the
networks. However, the main drawback of the applied clus-
tering techniques is caused by the SNs nearer to the CH.
These SNs send more packets than the distant SNs. So,
they are exposed to the premature death. This problem is
resolved by two strategies: first repartition the observing area
into several separated network segments that may not be able
to communicate with the BS causing poor network perfor-
mance [16]. Second, some clustering-methods turn the CH
role on all sensors to distribute the energy consumption
among the CMs. But the current approaches need massive
overhead messages which causes transmission delays and
affects the networks performance. The presented approaches
have been performed using heavyweight work to resolve
routing problems (e.g., heuristic and meta-heuristic-based
routing algorithms).

These approaches are designed without considering the
mentioned limitations [17]. Moreover, some of the approaches
may not be scalable with respect to the network size. So, the
presented approaches suffer when applied in real-environment
‘WSNss [18]. Recently, several approaches have emerged employ-
ing MS for data gathering from the deployed SNs [17]. Next, MS
delivers the gathered data to the sink. This leads to decreases the
energy consumption of SNs and expands the lifetime of the
WSNs [19]. MS-based approaches can be classified into two
types [20]. In the first type, MS passes to each SN, gathering
its data, and finally send the gathered data of the whole SNs to
BS. This strategy reduces the energy consumption of SNs and
balances the energy utilization among them. But the data
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collected from each SN causes great data gathering latency and
leads to buffer overflow within each SN. The second type
employs rendezvous points (RVPs) strategy to overcome the first
type of problem. The RVPs are positioned within the WSNs
such that the MS visits these positions to acquire the data
from SNs/CHs. However, this strategy suffers from the massive
message overhead (MO) to find RVPs within the WSNs. More-
over, it does not consider energy balancing among the SN,
which causes the premature death of the WSNs.

The proposed work’s significant contribution can be
summed up as follows:

(1) This paper presents an intelligent energy-efficient
data routing scheme for WSNs utilizing MS which
aims to balance the consumed energy through the
anticipated operations in the WSNs topology.

(2) The proposed work further proposes a minimum data
gathering tour for MS that considerably decreases the
data collecting time and enhances the overall perfor-
mance of the networks.

(3) Furthermore, the proposed scheme constructs a pre-
scheduling map to make the spent energy by each SN
approximately the same as the remaining SNs or as
near as to be the same as other SNs.

(4) The proposed work introduces a clustering mecha-
nism to divide the monitoring area into equal-size
clusters in the configure mode and before enabling
the topology operations.

(5) In addition, a modified time division multiple access
(TDMA) is presented to assign a constant and
ordered slot time for each sensor during its sensing
operation. Moreover, the CHs operations are distrib-
uted among sensors in prescheduled order through
configure mode.

(6) Additionally, the proposed scheme adds a better
mechanism that enables each SN to self-activate as
a CH in its order without the use of extra communi-
cation messages.

(7) The genetic algorithm (GA) is utilized for MS trajec-
tory optimization.

(8) Statistical validation of the comparative results is fur-
ther conducted utilizing ANOVA and subsequent
post hoc analysis.

The proposed scheme offers versatile applications across
diverse real-world scenarios. In precision agriculture, the scheme
optimizes data gathering tours, enabling efficient monitoring of
soil conditions and crop health. This aids farmers in making
informed decisions regarding irrigation and fertilization. Addi-
tionally, in wildlife monitoring applications, the MS navigates
through wildlife habitats, collecting data on animal behavior and
environmental conditions without causing disruptions. In indus-
trial automation, the scheme enhances efficiency by optimizing
data collection in manufacturing processes. It minimizes the
time required for gathering critical data, improving decision-
making in control systems. For smart cities infrastructure, the
MS strategically collects data from SNs in urban environments,
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optimizing city management systems, and reducing response
times. Healthcare monitoring benefits from the scheme’s effi-
cient data collection, ensuring timely and accurate health
monitoring in both hospital and remote patient care settings.
Furthermore, in environmental monitoring, the scheme’s
adaptability allows it to navigate challenging terrains, opti-
mizing data collection for climate and ecological research.
Opverall, these scenarios highlight the scheme’s broad applica-
bility, showcasing its potential impact in addressing energy
efficiency and performance challenges in WSN's across vari-
ous real-world.

The original source of this paper under different title is
available at SSRN [21]. The outstanding paper is organized as
follows: Section 2 describes the related work, Section 4 illus-
trates the proposed scheme in details. Section 5 depicts the
performance evaluation and the experimental results. Finally,
the paper conclusion is presented in Section 6.

2. Related Work

Several approaches are focused on clustering technique and
energy-aware routing protocol for MS in WSN [22]. How-
ever, most of these approaches have heavyweight processes
in resolving WSN clustering and dealing with MS problems.
This section offers a brief literature review of the presenting
attempts for both clustering and MS-based data gathering. In
Huang and Savkin’s [23] study, an unequal-sized cluster-
based routing protocol is presented to perform data gather-
ing in WSNs. The proposed protocol tries to balance energy
consumption across the network to extend the lifetime of all
nodes as much as possible. It allows MS to go along a fixed
mobility model to collect the data from the CH. Moreover,
this protocol chooses relay CH for the optimum data trans-
mission. However, this protocol also has some issues when
the hot spot/energy-hole issue is close to the trajectory of the
sink. In Mehto et al’s [24] study, the authors introduce
TARA, an efficient trajectory planning and route adjustment
approach designed for WSN-assisted Internet of Things (IoT)
environments. It addresses the challenge of efficient data
transmission and collection in WSNs, where IoT devices
face resource constraints such as limited energy, computing
capabilities, and storage availability. TARA divides the
deployment region into a uniform grid, identifying optimal
rendezvous grid-cells for MS data collection. It reduces energy
consumption by 10% — 18% and delay by 15% —24% com-
pared to state-of-the-art techniques.

Wen et al. [25] suggested an energy-aware path construc-
tion (EAPC) algorithm for WSNs. The algorithm selects a
few RVPs within the network and builds a route between
them. At those points, MS gathers huge amounts of data.
EAPC is planned to extend the network lifetime and com-
pute the traveling cost from one point to another. However,
this algorithm suffers from excess transmission delays and
network partition problems. In Wang and Chen’s [26] study,
an efficient path planning scheme for MS data gathering in
WSNs is introduced. It aims to reliably gather data from
sensors of diverse sensing rates. This scheme utilizes both
hop distance and the amount of data collected by the SN to

select RVPs within the network. This scheme defines many
RVPs that considerably maximize the data gathering time
and lead to a buffer overflow.

Fu and He [27] presented a balanced inter-cluster and
inner-cluster energy (BIIE) algorithm for WSNs. In this
method, a local reclustering mechanism is used to balance
the energy consumption within each cluster based on the resid-
ual energy of its sensors. In addition, the method provides a
mechanism to select a very few RVPs to serve several CHs.
These preferred RVPs are used to build the MS’s trip path
for gathering data. However, the use of very few RVPs leads
to maximizing the data gathering time and causing the buffer
overflow problem. In Mehto et al.’s [28] study, squirrels search
algorithm based rendezvous points selection (SSA-RVPS) is
introduced for the MS to reliably acquire data from WSN.
The SSA-RVPS aims to extend the network lifetime by reduc-
ing the trajectory length of MS to gather SNs data generation
with different rates. However, the SSA-RPS may implement the
reselection of RVPs to ensure a balanced energy distribution
among SNs. The main drawback of the SSA-RPS is the loss of
data due to the buffer overflow. This occurred when RVPs
received more data packets than their available buffer space.

Gutam et al. [20] offered an optimal RVPs selection
method to construct MS trajectory for data collection in
WSNs (ORPSTC). Initially, authors implement the minimal
cost spanning tree (MST) to construct the intended clusters.
Next, each CH is identified, and the RVP is also selected for
each cluster. ORPSTC created an efficient trajectory for the
MS using a low-computation geometry algorithm called MS
trajectory construction (MSTC). Through the MS tour,
virtual-RVPs (VRVPs) are defined for the SNs that have
adequate communication range to connect directly to the
MS. However, the VRPS communicates their data to the
closest RVPs if the MS becomes out of their communication
range. Despite the deduced path considering the sequence of
the RVPs locations to improve the data collection, the
intended path may not be the shortest one.

Agarwal et al. [29] proposed an intelligent data routing
technique for WSNs based on MS for data collection. They
employ particle swarm optimization (PSO) for the optimal
cluster formation. Next, the RVPs are evaluated based on the
average of all the X—Y coordinates of the SNs of each region.
Finally, they utilize these RVPs to draw the MS path for data-
gathering tour. The main disadvantage of this approach is
the evaluation of the RVPs without any consideration for the
actual position of the CHs. In addition, the proposed scheme
is not appropriate when employing disconnected networks.

Singh et al. [30] suggested a genetic algorithm for sink
mobility technique (GA-SMT). This approach partitions the
entire network area into various small-sized regions and picks
out RVP for each region using the GA process. Moreover, it
employs a vast number of messages to handle and manage
small-sized regions which maximizes the consumed energy
and decreases the network lifetime. In Sahoo et al.’s [31] study,
both GA and PSO are merged in a hybrid algorithm known as
GAPSO-H. This algorithm is employed for routing on SM and
CH selection. SM has been performed by the PSO algorithm
but fails to apply the fitness parameters for routing.



In Wang et al.’s [32] study, another hybrid approach
based on the PSO, and the GA is utilized to construct a
path scheduling technique. This approach is based on the
coverage rate of multiple MSs (TSCR-M). In TSCR-M, the
RVPs are primarily established by an enhanced PSO algo-
rithm that reflects sensor coverage and overlapped coverage
rates. Next, GA is applied to select the most reasonable route
for MMSs. However, the GA fails in addressing the perma-
nence period of the network. Gowda and Jayasree [33]
offered a group teaching algorithm by using the Bald Eagle
(GTA-BE) routing scheme of WSNs. In this methodology,
clusters are created through the mean shift clustering
method. The new Bald Eagle Search mechanism is employed
to select the CHs while RVPs are determined based on the
number of transferred data packets and hop distance. In the
end, a hybrid neural network is engaged with group teaching
algorithm to select the optimal path between SNs and RVPs.
The main shortcoming of this algorithm is that it endures
massive MO and transmission delay.

Kumar et al. [34] offered ant colony optimization-based
MS path determination (ACO-MSPD) scheme for WSN.
This scheme seeks to select the optimal CHs to meet the delay
requirements and balance the energy consumption of the SNs.
Moreover, It restricted the maximum touring distance of the
MS and chosen the number of RVPs that did not surpass the
threshold value of the MS tour. However, this scheme endures
high computational complexity. Donta et al. [35] presented an
extended ACO to construct MS path for event-driven WSNs.
In this attempt, the maximum distance of the MS tour is fixed,
and the RVPs are selected according to the SNs data genera-
tion rate. However, the RVPs selection is performed due to
threshold value. In addition, each RVPs selection remaining
used and changes only when the SNs data generation rate is
changed. The main disadvantage of this approach is the huge
amount of time consumed to select RVPs.

Gupta and Saha [36] offered a hybrid meta-heuristic
algorithm-based data routing method for WSNs. Both artificial
bee colony and differential evolution (ABC-DE) mechanism are
employed to balance the energy spending among the CHs.
Besides, a MS-based data collection was performed to gather
the data from CHs. However, this algorithm suffers from a
minimal convergence rate and decline of the network lifetime.
Furthermore, the SNs consume very high energy, which reduces
the overall performance of the networks. In Raj et al.’s [37] study,
the drawback of constructing a consistent and intelligent route
for MS is addressed utilizing game theory and improved ACO-
based MS route choice and data gathering (GTAC-DG)
approach. The MS route is structured applying an ACO-based
algorithm employing the selected (RVPs). Though the GTAC-
DG algorithm creates a convincing route for MS and constrains
the use of multihop data transfer. But the main drawback is the
ignoring of the CH selection process. Tables 1 and 2 provide an
overview of the related work.

3. Network Model

In the proposed scheme, WSN topology is divided into a set
of clusters. Each cluster compromises a number of SNs. As
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shown in Figure 1, each SN has many features: sensing unit,
processing system, and communication system. Sensing unit
include sensor device and global positioning system (GPS).
Sensor device is employed to sense physical event or phe-
nomenon and then send the gathered information to the CH
node. GPS is used to get the required knowledge of location
with high accuracy. The processing unit embraces microcon-
troller unit (MCU) and memory and the required operating
system. The MCU executes self-coding process and the nec-
essary computation on the collected data when employed as
a CH. Transceiver is a broadband-radio communication sys-
tem to transmit the gathered data among nodes and their
CH, and then between CH and MS. Finally, power unit is a
battery to provide energy for SN and optional components.
However, the architecture of the SNs suffers from the small
size and low power, appropriate locations.

In the following subsections, assumptions related to SNs
and MS are presented. Moreover, the energy consumption of
the radio model applied in the intended WSN is also
declared.

3.1. Network Assumptions. In the proposed work, as shown
in Figure 2, N SNs are deployed randomly in a given geo-
graphical area A with width X and height Y. This area is
managed by a MS, that is responsible to collect the sensory
data from SNs. The following assumptions are made about
the WSN under consideration:

(1) & ={si]1 i< N} represents a set of homogeneous
SNs deployed over A, where battery recharging or
replacement for each SN is not probable.

(2) Each SN's; € $ has a 2D position (x;, y;) in the region
A, which is determined after deployment using its
built in GPS.

(3) Each SN s; € & has a transmission range r and can
communicate with another SN s; if the Euclidean
distance d;; <r, where:

dy =/ (%) + (= )* m

(4) A stationary BS with infinite energy supply collects
data from the MS every round.

(5) The area A is divided into a number of equal-sized
clusters. Each cluster has a number of SNs known as
CMs with each cluster having a head, called the CH,
which serves as a local sink for the SN of the cluster.
The CH is used to aggregate the sensory data from
the CMs.

(6) An MS with a sufficient amount of battery life and
computational capacity is used to gather data from
SNs in subsequent rounds. In fact, the MS hovering
over the WSN and visiting a selected set of positions
called RVPs.

(7) The MS is traveling at a constant speed ¢ m/s during
each round.



Wireless Communications and Mobile Computing

-anbruydsy (5-OV.LO) Sursayyed

‘eare Surdderroao

BIEp PUB UOMDII[AS 2INOI SN Paseq AU0[od Jue pasueyua pue 109y dwes y pUE ‘QuT) [9ALI) [10] QU] yIomlau ‘wonduwmsuod ASroug x / x / (€]
SHD YIM uonedrunuod urmp
uondumsuod £31aua aouereq 03 syred S sazrwmdo 1 ‘wonezIesofar (SIAT) “awmajT] YIomiau pue ‘AS1ous [enpisar ‘uondwmsuod £31oug 2 X X 1 [9g]
UIS S[IqOW 0] JNSLINAYEIIW Paseq-(DFy) Luojos 9aq [eoynte ue fursodorg
"SUOISSTUWISUET) BJEP JZITUTUT .
0] SGAY [emIA pue £310ud aoue[eq 0) SJAY 10J WSIURYDIW UOII[ISI B U] 1no3 X , X 2 [s¢]
: : : aferoA® pue ‘wonezZINN TN QWY yTomjau ‘uondumsuod ASraug
IM SNSM URALIP-JuaAd ut syjed yurs afiqow sazrumdo JSIN-ODV PapuIxyg
‘SJUTEI)SUOD BIeP ULIOJIUNUOU
Surroprsuos “yuts afIqour Y} 10j YISuS] Moy pue sJAY Jo 19s Tewndo ‘q13us] mo) aferase pue oWy ylomau ‘uondwmsuod £31oug 1 , X 2 523
JSOWI[E U JUIULIANP 0] $9S WIILIOS[e NUIS A[IqOUT Paseq-QDV [2A0U Y
'SIAY Pa1vapes 25 ySnoxy yed 1saq o) saynuapt uay) uryyioSe “soueunIojrad
uoneziundo 3uryoes) dnoid yim yromjau [ernau prighy v -oueisip doy 1on1( ay) pue “Aouaje ‘onjer ssof 1oxoed ‘oner A1aarep joxded , Vs X , [€]
pue sjoxoed ejep payrwisuer) jo uonen[esd paySom UO paseq Uasoyd aTe SJAY Aefop pus-03-pus ndydnoxy) owmoy yromau ‘uondwmsuos £31oug
"sy[uts apiqowr dydnmur 103 £10303(ex) SutA0oWr A SMPaYPs 0) paydope st (YD) ‘301 53e19405 poddepao pue
unyjrrodye onouad ayy uayJ, -ajer aderarod rewmndo yim suontsod Sunyred ot ) X , X 2 [z€]
a8eroa0)) “Aefop yromiau Qwma| yromau ‘vondumsuod £31ous [ejo],
[o1eas 0) pajuasaid st 101erado uonenw YPIm paurquiod (QSd) paaoidurr uy
"UOTSSTUISURI) BJEP Paseq-AJI[IqOUT YUIS PUB UOT)II[S *AS1oua Sururewar pue
HD 10y pasn axe swuyjLoS[e uonezrwndo wrems spnred pue onouad Jo pLqiy v 9ndySnoxy) ‘sopou peap jo roqunu ‘A)1as3uo] yromau ‘porrad Aiiqers / x x /, (re]
“19)s0]d [oes 10J £10103(e1) 3} U0 SJAY [ewndo oy sauyep wiyjiiod[e onausd v “Aeop pua-03-pud pue IndySnory) OunajI| y1omiau Teardur Aiiqers 2 X X 2 [og]
'SJAY 19A0)J9] o) SumoauUod UAY) pue sJAY 1IN0 3y} Sunosuuod £q SJAY ‘peayran0 afessow pue ‘Aousre] uorsswsuer) ejep ‘uondwnsuod
Jjo Arepunoq Sunonnsuod ‘saseyd om) jo sysisuod wstueypaw Suruuerd yreg £310u5 oFeroae gndySnoryy owmayy y1omidu ‘porad Liiqers / 4 x / l6z]
'SdAY rewmndo jo 3as e Sunisia o[rym ST Jo A10302(e1) Y dZIWUTUTW O} -onjex Suuayied eyep pue ‘Kyoedes zopnq
Pasn ST PO (STAY-VSS) UONIAAS STAY Paseq-wiptioS[e yoIeas [pirmbs y s)axped paddoip Jo raqunu ‘owm aj1] yIomiau ‘vondwmsuos £31oug x 4 x a [82]
(DILSIA) uononIsuod
£x0129fe1) SN pofres wIod[e Anowoad uonendwos-mof e asn uay) ‘mdySnoxy) pue owm 1] yromlau ‘vondunsuod £31ous aferaay 2, , X 1 [0z]
pue uonoapes sgAY 10§ yoeoxdde Surisnpd paseq-sox Suruueds wnwrurur
“19)SN]O Yoea 10] JAY ® 1998 . . .
03 poypowr Jurpooud yed e pm OS54 Suidde jeyy wstueypaw juadge Uy pSud] yred ‘vondumsuod A319Ud NI0MIAU W] YIOMPN X 2 X 2 (2]
wipLofe “Kedes 1apnq Jo 102559 ‘NS JO 10252 “ISU] Yreg 2 2 X 2 [92]
s ens1q uo paseq pajuawardur jeyy wiprode Juruuerd yred jusnyye uy :
*901) Suruueds [ewrurw uo paseq wyiLIodre uononasuod yred areme-AS1ous uy ‘uondwnsuod £319us pue ‘Xapur SSIUITE] QW] YTOMIIN X X X 2 [sT]
"A10103(e1) SIN 01 9OUBISIP ST PUL AJISUSP [EI0] SIT JO UOTBUWLIOJUT ‘uondwmsuos
s,apou oea 123 03 yied paxyy s31 uo sdir) 221y} saew SIA 21oym yied paxty £810u0 98eroAr pue QU] O] YIOMIIU ‘SIPOU JAI[E JO IIQUINN / x x / [e2]
‘syuawaabar go) pue . . . .
BLIDJLID STIOLIEA JO 9OUB)SISSE AU} JIM SUWIAYDS SULIRYS 12103 PIseq-PlOYSIY], Aepop puv gndynoxy 481aus [enpisar 21podia S H10MN / 4 x x [ez]
wpriode L1opoafer], SOLIPIN SHO SdA pox S
oA ’ ’ uonedaiddy ad£y yurg SIOUDIAYNY

*f10300(eny pue ‘sotow ‘uorjedardSe 9d£y yurs :syyrom paje[or Jo Arewrwung i 414V,



Wireless Communications and Mobile Computing

‘uondwmnsuod A31oua

'ss2001d wonaas HY a3 jo Suroud] "Ke[op A1oa19p eep pue uondumsuod AS1ous paonpay  quowraSeueur ‘Iajsuen) ejep aSeuewr o) anbruyoay Surrayyes ejep pue (€]
UOI}9[3s 9INOI S Paseq-AUO[0D Jue paoueyud pue £109y) dwed v
Rl sHD 2y} Suoure £S1ous oy aoueeg SNSM U poyows Sunnol 1of [9¢]
JI0MI2U 3} JO SUIIP PUL d)BI 3OUITIIAUOD [RWUTUIA pasn ST UoNN[OA] [enUaII( pue AUo[0) 99¢ [eDYNIE JO PLIQAY ¥
‘ped S JUIDFD o)
"W} UOTIOR[As SJAY ) Sursearduy "W YIOM)U FUISEAIOUT pue sSO[ ejep SUIseaIddq  SUTUIINIP pue sgAY 2Y) JO 395 1s2q 2} Sunoa[es 10j UOIIINIISUOD [s¢€]
yed SN paseq-(ODV) uoneziumdo AUo[od jue papudIxd uy
“fyixapdwod [euoneyndwios ySryy  -owmneji| yromidu oy azrwrxew pue uonduwmsuod £A31oud ayy dueeg eIep BUR2[[0 it Avpp A HZUIUILI PUE U JHOMIU [¥€]
: : : o .. : 3} AZIWIXEUI 0} PAONPONUI ST SJA paseq-uoneziwmndo Auojod juy
“Keop “Kepop "peay 12380 oy Sunodpes pue Juraisnpd 10y pasn
UOISSTWSUET} PUR PEIYIIAO0 IFLSSIU JAISSBU SOINPUF pue uondunsuod AS19ud 95BIIIP PUE WA YIOMIIU dSLIIDU] are swyjiIoS[e yoreag o[deq preg pue PIys ueaw Yy} Jo PLQLY v (e€]
omjau SUTISFI] TIOMIPU PISTOIIUT PUT ASISUS 8810 "2)e1 a8e1oa00 Tewmdo yym suonisod Sunyred a1 yoreas o) (z¢]
2y jo pouad 2ousueursad oty Surssarppe ur s[rej yo PaoNpONUI ST YO) pue OSJ U0 paseq poyjaw Surnpayds £10309(en y
*A)IIqow YUuIs 10§ 9JNox
‘Bunnor 105 s1ojowered ssowyy ayy A[dde oy syreg -oouewIofrad sromyau dfqrssod 3saq Yy sureyqO oY) pue uondd[ds HY ) pazrwmndo ur day 1oy pasn are swyjLioSe [1¢]
uoneziundo urrems apnied pue snouad jo yoeordde prqhy v
“UITIAJI SIOMISU ‘peay I2)SN]d YOI J0j UONEIO] 359q *10300(e1) JUSWDAOW YUIS © PUE SINSN[D
a1} $9582I109P pue ASI9Ud POWINSUOD Y} SIZIWIXEN U} SUTUTULIANOP Aq 9OULISIP UONEITUNWIIOD dFeIIAL O] SIZIWIUIY  JO Jdquunu [ewrndo ue urejqo o) pasn st (yO) wiriode onouad y (0]
"SHI0MIDU PJOIUUOISIP 10§ d[qeynsun st suopnisod renjoe ‘peayraa0 pue Aoudje ‘uondumsuod "UOI}DI[[0D BJEp
SHD Sunaprsuod jnoyym syutod snoazapuar Surjenjeay A31ous azrurmurur gndySnoay) pue DI ‘AN[IqeIs IZIUIXEIA 10J SIN U0 paseq SNSM 103 anbruta) Sunnoi eyep juadipiur uy lez]
) U] "SNISM UT UOTIOI[[0d Bjep 10j £10303(e1)
A
2u0 J593104s 3y 3q Jou Aewr yyed papuatur Ay, spromyau 2y sSuojord pue sNS ) Suowre £31oud a1y 2oue[Rg SIAL 1oNI)SU0D 0} poyjaw uond[as syutod snoazapuar fewmndo uy (8]
MOTJ2A0 J95N S 03 NP TP JO $50] YL 'SNS Suowre uonnqisp ‘uondAs JAY I03 yoeordde Surmisnid paseq-sa13 Suruueds (02l
A315U2 padue[Eq B AINSUD PUE W[ YIOMIOU o) PUXY  WNWIUIW & UO 3SBQ UONI[0d BIep SN 10} DISIYO Surnponuy
‘waqoxd MO[J12A0 IJJnq Y Sursned pue auiry *$3S0D UOTJEITUNTIUIOD o1 Syromjau Juojoxd 0y £31ous 1)snpenur pue
Surrayyed ejep ayy Surziurxew oy spesf sqAY MdJ Suisn 2onpax pue £310us Supue[eq Aq WNSJI] YIOMIAU ) SZIWIXE]N  IISN[OINUI sddUe[eq WLIoS[e UON[[0d eep Jusbyje-AS1ous uy (e2]
"MO[JI2A0 I2JJNq YSII pue awy Juray)ed 'SIJINQ JO ZINN 12)32q .
eJep puaIxd Apuedoyrudis Jey) sy SNOIdWNU SAULYS(] pue ‘vondunsuod £310us paonpar peayraso uonendurod ssa| wigroye Butiayyed erep afqeipe: oy Buruueld yred yuapype vy (o7
. “PeOppIOM
wisjqo1d wonnred ‘uondwnsuod A819Ud dZIUTUTW “QWITIDJI] HIOMIQU ISBIIOU oty Sunnqgunsip pue sjurod 3undas APJuaIde AQ UOIII[[0d [s2]
SIOM}oU pue SAB[OP UOISSIWISULI) $SOXD WO SIAJNS : T BRI I ) SURNAERSp P : HR9RS ARTRRLR Aq HORAI 5T
eJep ur asn £31oud azrwururw o) wiyLiode areme-£3ous uy
*£10y03(e1) S YUIS 213 ‘asn A81aua pue sazrs 1)snp Jurdeuewr
¢ "peaYI2A0 2} saseardap pue uondumsuod AS1aus o) Sunueeg [e2]
s sudire wojqoxd a70y-AS10Us oY) USYM ISLIE SINSS] £q uedsaji] yr0MIoU spuaixe wirIoS[e Junnor Juanyje-£3ouUs Uy
‘pagadsun surewar A)I[Iqe[eds pIom-Tear 3 ‘Keap a1y aseardap pue ndydnoly) QwWnafif YI0MAU ZIWIXE “enb yuswadeuew vep ay) sroidui 0 dojo1d
pagt : HIPIes PT I ul PP o P pue andy hk B oMY HUREIN Surmnor a1mdas paseq-12)snpd dduewIojrad-ySiy paoueyud uy [ee]
SUOTJEITWT | sjgouag UIJLIOS[R/AWAYDS  SIOUIYNY

‘SUOTJeJIWI] pue S1goua(q :SHIOM paje[al JO meESw AV,



Wireless Communications and Mobile Computing

Sensing unit
(data gathering/processing)

L

GPS

Microcontroller
(embedded OS and memory)

Power unit to all component

Transceiver unit

B B . .
(communication)

FIGURE 1: SN architecture.
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Ficure 2: The conceptual structure of the considered network
topology.

(8) Based on the MS’s position, the CHs modify their
transmission range to fit within the MS’s range.

(9) All SNs have the same initial energy E; joule. If there
is not enough power remaining to transmit a packet
to the CH, the SN will be deemed dead.

3.2. Energy Model. In this paper, the energy consumption of
SNis is assessed using the first-order radio energy model [38].
Normally, the SN’s energy is dissipated during data sensing,
processing, transmission, and reception, as well as analog to
digital converters. At receivers, the SNs dissipate energy for
radio electronics, whereas at transmitters, they dissipate
energy for radio electronics and power amplifiers. Let the
transmitter or receiver dissipates E, energy per bit in its
circuit. Typically, channel coding, modulation, filtering,

and spreading have an impact on E,. Let E; and E,, represent,
respectively, the energy needed to send a bit over a given
distance in free space and a multipath fading channel. The
transmission distance threshold d; is given as follows:

dy = \/57 2)

The dissipated energy Erx(n,d;;) for transmitting n-bit
over distance d;; between SNs 5; and s; is expressed as follows:

n X (Ee +Ef X (dlj)z),dl]<d0

. 3
nX(Ee+me(d1])4)vdU2d0 ( )

Erx(n.d;) = {

The dissipated energy to receive a n-bit at a SN is given as
follows:

Exy(n) = nE,. (4)

The dissipated energy at a given CH due to aggregating
n — bit from k SN is given as follows:

Eagg(k 11) = kERX(n) (5)

The dissipated energy at a given CH consists of three
components: receiving, aggregating, and transmitting. Based
on Equations (3)—(5), the total consumed energy of a given
CH in each round is given as follows:

Ecy = kEgx(n) + Eygg(k, n) + Eqx(p, dus), (6)

where p and dy5 denoting the data payload and the Euclid-
ean distance from a CH to the MS, respectively.

4. The Proposed Scheme

In the envisaged scheme, a significant portion of computa-
tions and communications is alleviated from both SNs and
CHs, being instead transferred to the MS and BS. This
scheme operates in dual modes: configure and operational
modes. The configure mode is specifically designed to carry
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FiGURE 3: The three configure mode processes.

out the necessary calculations operations to reduce the con-
sumed energy when the topology is running. Therefore, the
necessary information are available to both BS and MS. On
the other hand, the operational mode is employed to achieve
two main objectives: performing the minimum mandatory
operations for topology running and establishment of an optimal
route for the MS to upload the gathered data from the CHs.

4.1. Configure Mode. The configure mode is a pivotal aspect
of our proposed scheme, where the computational burden is
centralized at the BS. This approach ensures that SNs and the
MS are not overwhelmed with continuous computational
tasks, thereby minimizing the impact on their resources
and energy consumption. As illustrated in Figure 3, the con-
figure mode comprises three consecutive processes: cluster
construction, TDMA scheduling, and the selection of CHs.

4.1.1. Cluster Construction. This process presents a novel
method of portioning the monitoring geographical area A
into an even number of equal-size clusters, where w and h
denoting width and height of any generated cluster. The BS
organizes the generated clusters in rows and columns, where
the number of clusters in each row and column must be even.
As shown in Figure 4, initially, the BS assumes that the initial
height /; and width w; of each cluster is calculated based on
the transmission range R as follows:

w; = v/0.5R, (7)
and
b= /R =, (8)
To ensure that the number of generated clusters is even
in each row and column directions, the BS calculates h and w

for each cluster based on Equations (7) and (8). Let n; be an
integer number given as follows:

-k

Wy

where |x| denotes the floor of x. Let B, be a binary variable

defined as follows:
X
1, if (— - n1> =
wr . (10)

0, otherwise

Using Equations (7)—(10), the value of w is recalculated
as follows:

w= " (31:1%) ) {((1 _Bl)((u:zlljr[f)_nlw[])) ., nodd

(11)

The term (221 reduces the width of each cluster for mak-
ing room to add ‘another cluster. Equation (11) guarantees an
even number of clusters per row. In similar way, the number of
clusters in each column can be adjusted to even number as
follows. Let 1, be an integer number given as follows:

= (12)

Let B, be a binary variable defined as follows:

Y
1, if(h— - nz) =0
i . (13)
0, otherwise

Using Equations (8), (12), and (13), the value of h is
recalculated as follows:

hy + {[Y - (:Z X hl)]],

n, even

h=

- (anthl) - {((1 _BZ)((:;[;_ )] L o4 '

(14)

This leads to an even number within each column for
constructed clusters. The total number of generated clusters
M within the area A is given as follows:

nlxnz,
n X (n, +1), n, even, n, odd
M— 1 X (1, ) 1 2 . (15)

(n, +1) X ny, n, odd, n, even

(n,+1)x(ny,+1), n;odd,n,odd

n, even, n, even

Its clear that / = M Xhxw.Let € = {Cj|1 <i<M} be
the set of generated clusters from the cluster construction
process. After clusters are formed, start from left to right and
up to bottom of the clusters topology, each four adjacent
clusters forms a group, as shown in Figure 4. Let & =
{Gil1<i<} be the set of the generated groups, where
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FIGURE 4: Square-shaped clusters arranged into %! groups. Each group is
made up of four neighboring clusters with numbers from 1...4.

G; = {Cy|]1 £k <4} and C;, denoting the cluster number k
within group G;. Each C;, € G; is with N;; SNis. It is clear that:

N= Ny (16)

1

I'Mex
\TM»

The vertices meeting point of the 4-clusters within each
group represent the group meeting positions (GMPs), where
m; represents the GMP of the group G; € &.

4.1.2. TDMA Schedule. Originally, WSNs employ broadcast
communication in which multiple devices may emit signals
simultaneously, leading to collisions and signal destruction.
To address this issue, TDMA is employed as a scheduling
algorithm to coordinate a group of SNs in transmitting their
data within a predetermined frame. This frame is partitioned
into equal time slots, allocating one slot to each SN for trans-
mission [15].

The proposed scheme intended to reduce the sources of
energy loss and reducing the gap of residual energy among all
SNs in each cluster. As aforementioned, each C;, € G; has Ny,
SN deployed in its area, where one of them is selected as a
CH as illustrated in the next section. At the BS, a TDMA
scheduling is modified to define a frame f;; of equal time slots
for each cluster Cy € G;, where i=1,2,3,... % and k=1, 2,
3, 4. The number of time slots in each f; is equivalent to the
number of SNs Ny, where each slot is associated with only
one SN s; € Cy (j=1,2,3,...,N;). This means the frame’s
length of each cluster is different according to its number of
SNs. On the operational mode and for each round, the SN
s; € C; has one chance to transmit its sensed data to the CH
according to its order in the frame f;. In some cases, the frame
length is greater than the number of active SNs in the cluster.
This case has happened when some of the SNs within its
cluster are dead. In the traditional TDMA scheduling, when
the frame length is greater than the number of SNs, some of
them take more than one chance to transmit their data in the

same round. In such a case, the power of SN is drained
quickly. To prevent the SN from sending data more than
once, the SN s; € . switches to sleep mode once it sent its
data within its associated slot and then switches to wakeup
mode in the next round. Once the TDMA scheduling frame
fix is formed at the BS, the BS broadcasting f; to all SNs
within Cy at the first round only.

4.1.3. Cluster Head Selection. Up to best literature review, the
computation processing to select the optimal CH is generally
performed among the SNs of each cluster. So, the SNs are
exposed to lose some of a significant energy due to the high
overhead communication between them. The proposed scheme
introduces a novel approach that breaks the CH selection process
for each cluster into two stages. The first stage is implemented
initially at the BS and contains the most computation processing
of the CHs selection, The second stage is implemented during
the operational mode.

In the first stage, the BS executes the CH scheduling
Algorithm 1 for all clusters in parallel processing. In this
algorithm, for each group G; €@ and for each cluster
Ci € G;, the distance dj; between SN s5;€ Cy (j=1,2,3,...,
Nj.) and the GMP m; is computed as follows:

dyj = \/(xj —x)2+ (- »)%

(17)

where (x;,y;) and (x;, y;) denote the positions of the SN s; €
Cix and the GMP m;. The intradistances among the SN s; €
C; and remaining SNs within the cluster Cj is given as

follows:

dy, = \/(xj—xw)z—i- i = yw)? (18)

where 1 <w < Ny and w # j. For SN s; € Cy, let d! the total
calculated distances for SN s; € Cj which given based on
Equations (17) and (18) as follows:

Nik
w=1,w

/ #i

Construct the cluster descending order vector E;;. cosponsor-
ing to the SNs within the cluster C;, € G;:

Ei = ((ID).e,). (ID,, 6,). (ID3. ¢3). ... (IDy, . ex, ) ).
(20)

which orders the SNs within its cluster based on their total

distances djT given in Equation (19). In particular, ¢;=1

means the SN s; € Cj with identification ID; has first smallest
total distance d!. ej =2 means the SN s; € Cj, with identifi-
cation ID; has the second smallest total distance djT. The
order variable ¢; within the vector E; represents the order
of SN s; € C to work as a CH. Algorithm 1 illustrates the
formulation of the CH selection order vector E;; in the first

stage. Finally, the BS constructs a message containing the
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1: Execute the cluster construction process
2: for Each group G; € @ do
3:  for Each cluster Cy € G; do

4: for Each SN s; € Cj do

5: Calculate d;; using 15

6: for Each s, € Cy and w #j do

7: sum = sum + d;; using 16

8: end for

9: Set d = sum +d;;

10: push the tuple (ID;, djT) into vector Ej.
11: Sort the vector E; in descending order.
12: for j=1 to Ny do

13: labelling the second item of the pair j in Ej as e;.
14: end for

15: end for

16: Send the vector Ej, to cluster Cy, € G;.

17:  end for

18: end for

ArcoritHM 1: The BS scheduled CH process.

vector E;. and sends it to all SNs within the cluster Cy. € G;.
For Cy € G;, the SN 5; € Cy is selected to be as a CH in the
first round if ¢; =1, where i=1,2,3, ... %, k=1,2,3,4,and
j=1,2,3,..., Nj. Actually, the scheduled CH Algorithm 1
gives each SN a chance to be a CH at specific round, where a
SN is selected as a CH based on the mapping between vector
E; and round number. This relation will be clarified and
explained through the sensor’s self-encoding module (SEM)
in the operational mode which represents the second stage of
the CH selection process.

4.2. Operational Mode. This mode is executed in successive
globel round R=1,2,3,4,.... When activated, the network
components are waking up to perform the required opera-
tions for the data routing trip from each SNs up to BS. This
trip is consists of CH activation process and the MS trajec-
tory planning process.

4.2.1. CH Activation Process. Initially and only once, for each
Cy € G;, the BS send a set of wakeup messages to all SNs
within Cj. This is the first communication message that the
SNs have gotten. The wakeup message composed of two
items: the TDMA scheduling frame f;; and the CH selection
order vector E;; which are formed in the configure mode. The
values of f; and E; are employed by the SEM of all SNs
within Cy to perform the routing operation. In addition,
each SEM fortified by a dedicated local round variable Ry
that defined as the current round which used to count the
number of executed rounds within Cj. Initially, the local
round Ry =0 for all SN within the cluster C;, € G;. When
the globel round R begins (i.e., R=1), Ry is set to 1 by the
SEM of all SNs in Cy.

Based on the vector Ej, the SN s; € C elects itself as a
CH if e; = Ry;. The election process is executed without any
communications between the SNs themselves or the SNs and

1: Execute the cluster construction process
2: for each group G; € ¢ do

3:  for each cluster C; € G; do

4: for Ry, =1 to Ny do

5: for j=1 to Ny do

6: if e;= Ry, then

7: Select s; as CH

8: break

9: end if

10: end for

11: Aggregates data at 5;

12: Send data to the MS.

13: Switch s; to member state.
14: if Ej <T, then

15: Set 5; to sleep mode

16: Set the slot of 5; to unused mode
17: for r=¢;+1 to Ny do
18: Sete,=e, —1

19: end for

20: end if

21: end for

22:  end for

23: end for

ArcoritiM 2: CH activation algorithm.

their CHs. As a result, the energy consumption of the net-
work is significantly reduced. As shown in Algorithm 2, the
CH selection is carried out during the operational mode as
follows:

(1) Step 1: If the value of ¢; € E;; of a given SN s; € Cy is
equal to the current round Ry, then it employs itself
as a CH while remaining SNs within Cy employ
themself as CMs.

(2) Step 2: After the current CH of Cy collects the sen-
sory data from its CMs and sends it to the MS, it
switches itself to be a CM in the next round.

(3) Step 3: If the current CH is the last SN within the
vector E; then all SNs within Cy including the CH
itself will reset the value of R; as follows:

| fixl if (R mod |fyl)=0
Rik: s
R mod [fy|, if (R mod |fy|)#0

(21)

where |x| is the cardinality of x. All SN are then follow Step
1 again.

(4) Step 4: If the current CH is not the last SN within the
vector E; then all SNs within Cj; including the CH
itself will set increase the value of Ry by 1 and follow
Step 1 again.
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FiGure 5: Example of two clusters from different groups in operational mode. C;; € G; with four SNs and frame with length four slots. C;, €

Gj; with six SNs and frame with length six slots.

After reparations of numerous rounds, one or more of
SNs may loss the majority amount of its energy. Let T, be
threshold energy that is enough to enable a SN to work as a
CH. The remaining energy of the SN s; € Cy; at the start of a
given round is denoted as E;. If E; is less than T, then the SN
s; € Cix sends an announce message to all SNs to tell them
about its energy status. Based on this message, the following
actions are executed:

(1) The SN s; € Cy switches to the sleep mode and its
assigned slot changes to unused slot mode. Any slot
in unused mode can not be used by the other SNs.

(2) All SNs which coming after s; in the vector Ey will
decrease it order ¢; CH by 1.

To make the CH activation process more understand-
able, we provide the following illustrative example as shown
in Figure 5. In this example, we focus on cluster C; € G, and
cluster C;, € Gs. Four SNs are deployed in Cy; (i.e., N;; =4)
and six SNs are deployed C;, (i.e. N3y, =6). The TDMA
scheduling frames f); =4 slots and f;; =6 slots. Initially,
globel round R=1, the local round R;; =1 and local round
Ry, = 1. The vectors E;; and E,; are given as E;; = [s, s,, 53,
s4] and Bz, = [s1, s, 83, 84, S5, Sg - For the first round, the SNs
s; € Cy; and s; € Cy, are selected as CHs. For the second
round (i.e., R=2, R;; =2, and R3, =2), the SNs s, € C;; and
s, € C3, are selected as CHs. This process continues until
round 5, R;; = [5mod 4] =1 and R3, =5. In such cases, the
SNs s; € C;; and s5 € Cy, are selected as CHs. At R=7,
R;; =3, and [7mod 6]+ 1=1. In such case, the SNs s; €
C,; and s, € C;, are selected as CHs and so on.

4.2.2. Path Planning for MS. In the planned topology, the
GMPs are defined at the vertices meeting point of every four
adjacent clusters. The GMPs are positioned to accomplish
three purposes: limiting the transmission range of any clus-
ter’s sensors from exceeding GMP position, constructing the
trajectory of MS, and identifying initial locations of the RVPs
which represent the MS data collection positions. Originally,

an efficient plan of the MS path should minimize total energy
utilization. This can be achieved if the transmission ranges of
the CHs to MS are also reduced. However, the employment
of some GMPs as RVPs positions may not be the appropriate
choice for all successive rounds due to the change of the CHs
positions. So, some extra points may be needed to replace
some of not appropriate GMPs. In the following, these extra
points are created according to the need of them.

(1) The RVPs Points Formulation. As mentioned before,
MS has infinite energy supply and has processing power like
BS. In addition, MS is aware of the necessary information
about the formed clusters, their included SNs, and the initial
sorting of CHs for all clusters. So, MS employs this informa-
tion to test the suitability of the presented GMPs to continue
as RVPs locations or replaced by more appropriate new loca-
tions. Let & = {m,, m,,...m;} be the initial RVP locations
sequence that the MS follows to collect data from CHs, where
i=1,2,3,....,%L At the start of each round R executes the
following procedure to update the sequence & as follows.
For each group, G; € @ do the following steps.

(1) Determine the centroid cf = (x!7, yH) of the CHs
within the group G;:

H H H H
o X T Xp T X3 Xy
X = 1

(22a)

)

and

w:ﬂ+ﬂ+ﬂ+ﬂ
1

: (22b)

)

where (xf, y}l) is the CH position of the cluster Cy €G;
(k=1,2,3,4).
(2) Compute the sum of distances D;, among the four
CHs and the centroid ¢! as follows:
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1: Input: The set &%, the number of clusters K.
2: Output: The MS path trajectory P.
3: Divide & into K clusters using constrained-K-means algorithm.
4: Initialize P={ }.
5:fori=1to K do
6:  Apply GA algorithm to generate the optimal sub path p; of cluster i.
7:  Addp; to P.
8: end for
9:fori=1to K—-1do
10:  Connect the last RVP of the path p; to the start of RVP of the path p; ;.
11: end for
ArcoritiM 3: The MS path trajectory algorithm.
4 four clusters. The time complexity in Steps 4, 5,9, 10, and 11 is
b, = kzl\/(x"H =a0)? + Ot = i) (23) given as O(& X4 X Ny) = g(MZ Ni)- llzor Steps 6 and 7, the

(3) Compute the sum of distances D, among CHs and
the GMP m; as follows:

4
D= /(-2 + G-l @y
k=1

where (x;, y;) denoting the position of the GMP m;.

(4) If Dy, <D,, then replace m; within the sequence R
with the location cf.

(5) If D,, < Dy, then keep m; within the sequence R with-
out any change.

Since the sequence % is performed by the MS at every
round, it value may be changed from round to another.

(2) The MS Path Optimization. The path trajectory starts
from the BS, passes through all RVPs %, and finally backs to
the BS. For this purpose, the optimization GA is employed to
select the shortest path among all available path traversing all
RVPs. The MS path trajectory algorithm takes the sequence
% of all RVP as input and gives a path trajectory P that
traverses all RVPs in a shortest path manner as output. As
shown in Algorithm 3, the process of constructing the MS
path trajectory proceeds as follows:

(1) Divided the set % into an arbitrary number K < % of
clusters, using the constrained-K-means algorithm.

(2) Apply the GA algorithm to obtain the shortest path
p; within each cluster i, where i=1,1,3, ..., K.

(3) Connect the resulting subpaths p;, p;, ps» ..., px to
obtain the MS path trajectory P.

4.3. Computational Complexity Analysis. For N SNs, M clus-
ters, G;(1 <i <%) groups, four cluster per group and Ny SN
for cluster k within group i, the time complexity of Algorithm 1
is given as follows. In Step 2, the time complexity is O(%),
considering that the number of groups is 2. In Step 3, the time
complexity is O(2 x 4) = O(M), as each group contains only

time complexity is given as O(M X Ny X (Nj — 1)). The time
complexity of steps from 12 and 13 is given as O(M X Ny X
Njc). Therefore, the time complexity of Algorithm 1 is
expressed as O(M X Ny X Ny). The time complexity of the
CH activation in Algorithm 2 is the same as in Algorithm 1.

The time complexity of the MS path trajectory in Algo-
rithm 3 can be determined through the following calculation.
The set of RVPs, denoted as %, is partitioned into K clusters,
where K <%, utilizing the constrained-K-means clustering
algorithm in Step 2. Let n; be the number of RVPs in cluster
iand i=1,2,3,...,K. it is clear that Lzle:ln,», where L
denotes the number of RVPs in the set &, n; S% and
M< <N. The loop (Steps 6-8) in Algorithm 3 iterates
through each cluster i and employs the GA to determine the
shortest path among the RVPs within that specific cluster.
Given the input size n; RVPs, the population size P and the
number of generations G, the time complexity is given in
Chatterjee et al’s [39] and Srinivas and Patnaik’s [40] stud-
ies, as YK  O(Px G x n;). For Steps 9 and 10, the time com-
plexity is given as O(K).

In our proposed scheme, we emphasize the significance
of the configure mode, a pivotal aspect that plays a crucial
role in the overall system operation. The configure mode is
designed to centralize the computational burden at the BS.
By adopting this approach, we ensure that SNs and the MS
are not overwhelmed with continuous computational tasks.
This strategic distribution of computational load minimizes
the impact on the resources and energy consumption of SNs
and the MS, thereby enhancing the overall efficiency and
sustainability of our proposed solution.

5. Experimental Results

In this section, various effective metrics are employed
through simulation experiments to assess the performance
of the proposed scheme. So, the experiments result of the
presented scheme compared with the prevailing state-of-the-
art algorithms, such as EEMSR [29], EAPC [25], BIIE [27],
GA-SMT [30], and GTA-BE [33]. Both the proposed scheme
and the state-of-art algorithms implemented using Python
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TasLE 3: Control parameters and their values.

Parameter Value
Network type WSN
Number of sensors 100-500 SNs

Number of MS 1
MAC layer 802.11
Modified TDMA

Physical medium wireless
MAC protocol

Transmission range 25m

MS speed, v 2m/s
Propagation radio model Two way ground
Monitoring area 100 x 100 m”
Initial energy of a sensor node 0.5]

E, 50 nJ/bit

Ey 10 pJ/bit/m>
E,, 0.0013pH/bit/m*
By 5 nJ/bit
Data packet size 512 bytes
Control packet size 64 bytes

BS coordinates (100,100)

3.11.0 mounted on Microsoft Windows 10 Pro with Intel
Core i7 CPU of 4.7 GHz and 16 GB RAM. The parametric
values of the state-of-the-art algorithms used as published in
their papers and validating the results by comparing them
with their outcome. In addition, the comparison among
these algorithms and the offered scheme performed based
on a variety of performance metrics such as stability period,
network lifetime, average energy consumption, communica-
tion MO, data transmission latency (DTL), and throughput.
Moreover, the comparison was performed with various node
densities. All the SNs randomly distributed in the observing
area A =100x 100 m?. The BS placed at location (100, 100).
The experiments run 100 times for each metric. The average
results of each metric are plotted in a specific graph as in the
following subsection. Table 3 reveals the additional simula-
tion parameters considered in the experiments.

5.1. Stability Period. The stability period is measured based on
the total number of data gathering rounds performed before
any SN’s residual energy reachs zero. According to the imple-
mented methodology, the power consumption by each SN
within each cluster is approximately equivalent. As a result,
all clusters’ SNs will remain doing their role together for
extended period of time. This means the whole network con-
tinues functional for longer duration. As a result, the network
performance is enhanced as the stability period is prolonged.

Figure 6 presents a comparison of the stability periods
versus different numbers of SNs. When utilizing 100 sensors,
the stability period of the proposed scheme outperforms
EEMSR by 3.89%, GTA-BE by 43.9%, BIIE by 51.94%,
GA-SMT by 58.62%, and EAPC by 67.69%. However, as
the number of employed SNs increases, the results of the
proposed scheme exhibit significantly greater improvements
compared to the outcomes of the compared algorithms. Spe-
cifically, when employing 500 SN, the stability period of the
proposed scheme increases to 42.75%, 68.18%, 76.67%,
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FIGURE 6: Stability period when first SN is death.

80.19%, and 3.03% when compared with EEMSR, GTA-
BE, BIIE, GA-SMT, and EAPC, respectively. These results
are deemed valid because an increase in the number of SNs
in the presented scheme leads to a rise in the number of SNs
within each cluster. Consequently, each SN will assume the
role of a CH after an excessive number of rounds, allowing
them to retain residual energy for more rounds. Additionally,
CH selection is a self-coding process performed without the
need for overhead messages or mutual processing among the
cluster’s members. As a result, the proposed scheme is more
efficient in avoiding the premature death of SNs and pro-
vides extended stability compared to other state-of-the-art
algorithms.

5.2. Network Lifetime. Figure 7 illustrates the achieved network
lifetime for the proposed scheme compared with EEMSR,
GTA-BE, BIIE, GA-SMT, and EAPC, respectively. The
X-axis symbolizes the different number of SNs that
participate in the execution of each experiment. The Y-axis
specifies the overall network lifetime steadiness of individual
schemes. For 100 sensors, the simulation results show that the
presented scheme enhances the network lifetime up to 0.1, 49.3,
73.18, 74.81, 81.68, and 84.46 when compared with EEMSR,
GTA-BE, BIIE, GA-SMT, and EAPC, respectively. When 500
sensors are deployed, the mentioned results are raised to 49.3%,
73.18%, 74.81%, 81.68%, and 84.46% for EEMSR, GTA-BE,
BIIE, GA-SMT, and EAPC, respectively. The massive results
differences are achieved due to an increase in the amount of
energy assigned to the excessive sensors. The recorded results
for employing 500 sensors show massive differences as
compared to the use of 100 sensors. This improvement is
achieved due to an increase in the amount of energy offered
by the 500 sensors. In addition, the offered scheme performs
three significant operations to enhance the network lifetime:
the modified TDMA scheduling, self-coding technique of each
SN, and the optimal routing algorithms using a MS. For each
round, the modified TDMA limits the time of sensing
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FIGURE 7: Network lifetime (i.e., the number of rounds until residual
energy become zero).

operation of each SN to one definite slot. This leads to save the
energy consumption due to the repeating use of some sensors
as a CH more than once in the same round as in the original
TDMA. Moreover, the employment of each sensor to be a CH
at a specific round is prescheduled in the configure mode. At
the start of each round, each sensor executes CH activation
algorithm to know its role in the current round, CH or CM.
Accordingly, a lot of energy consumed in the compared
schemes due to overhead communication among CMs to
select CH is avoided. Consequently, both modified TDMA
and self-coding algorithm are participated in saving a lot of
energies lost in the compared algorithms. Finally, the optimum
selection of the RVPs leads to the minimization of the CHs’
distances when transmitting their aggregated data to MS. As a
result of the implemented procedures in the mentioned
operations, the consumed power is reduced, and hence
network lifetime is expanded. So, the proposed scheme is
more effective in extending network lifetime than the use of
the remaining state-of-the-art algorithms.

5.3. Average Energy Consumption. The average energy con-
sumption of the network Ey evaluated based on the energy
spending E; of each SN s; € Cy every round R. To reduce the
entire energy consumption, the energy consumption of each
SN should be balanced during the network lifetime. The Ey
can be deduced as follows:

pIpIpIpI (25)
EN = #

Figures 8 and 9 depict the comparison of average energy
consumption among the proposed scheme with other state-
of-the-art algorithms. For 100 SNs, Figure 8 reveals that the
suggested scheme reduces the average energy consumption
by 32.56%, 56.42%, 66.53%, 72.93%, and 75.3% compared to
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FIGURE 8: Average of network energy consumption, Ey, for N = 100 SNs.

140 T T T T T

11 R R R

Avergae of energy consumption (Ey, %)

0
0 1,000 2,000 3,000 4,000 5,000 6,000
Number of rounds (R)
—e— EEMSR —o— Proposed
—e— EAPC —o— BIIE
—o— GTA-BE —o— GA-SMT

FIGURE 9: Average of network energy consumption, Ey, for N = 500 SNs.

EEMSR, GTA-BE, BIIE, GA-SMT, and EAPC, respectively.
For 500 SNs, Figure 9 indicates that the suggested scheme
reduces the average energy consumption by 58.55%, 71.79%,
78.84%, 83.45%, and 88.93% compared to EEMSR, GTA-BE,
BIIE, GA-SMT, and EAPC, respectively.

The increased number of SN leads to an increase in the
amount of energy offered due to excess sensors. According to
the energy model presented in Section 3.2, the dissipated
energy of each SN is maximized when it plays the role of
the CH. According to the scheduled CH Algorithm 1 of the
proposed scheme, each SN is given a chance to be a CH at
specific round. In addition, this chance does not repeat until
the all-remaining SNs are given the same chance. Conse-
quently, the energy consumption of each SN will be saved
when its role as a CH is delayed. This is achieved when the
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numbers of SNs are increased within each cluster. In addi-
tion, CH selection is performed based on the self-coding of
each SN. In addition, CH selection is performed based on the
self-coding of each SN. This means that there are no over-
head communication performed due to the CH selection.
Avoiding the overhead communications leads to tiny power
consumption as compared with the other algorithms. Finally,
the optimum selection of the RVPs leads to the minimization
of each CH’s distances when transmitting its aggregated data
to MS. This distance’s minimization leads to the minimiza-
tion of power consumption duet to the aggregated data
transmission. As a result, the implementation of the pro-
posed method has succeeded in presenting different techni-
ques to avoid a lot of energy consumed when the other
compared methods are applied. Hence the proposed scheme
is more effective in extending network lifetime than the use
of the remaining state-of-the-art algorithms. However, the
enhanced energy efficiency is opposed by some increasing in
the latency of the routed data. This increase is caused due to
increase the time of gathering data from excess sensors to CH
then transmitting to MS. However, this drawback can be
avoided by exploiting more than MSs to minimize the data
routing latency.

5.4. Message Overheads. MO is defined as the number of
control messages transmitted among the employed SNs,
MS, and BS through the network configuration and opera-
tional modes. The amount of this metric should be mini-
mized. The increase of these messages leads to the increase
of the collision and power consumption of the deployed SNs.
Two communication overhead messages are employed in the
proposed scheme. First, in the configure mode, the BS trans-
mits a single message to all SNs contains the TDMA frame
and the vector of the CH order for each cluster. Second, in
the operational mode, the SN which loses its ability to be a
CH sends a single message to all the CMs in its cluster. So,
the total number of the overhead messages within the net-
work is reduced as compared by the remaining state-of-the-
art algorithms. Figure 10 reveals the comparison between the
presented scheme and these state-of-the-art algorithms in
terms of the MOs. The MO reduced up to 29% as compared
to EEMSR, up to 38.4% as compared to GTA-BE, up to
38.72% as compared to BIIE, up to 44.65% as compared to
GA-SMT, and up to 47.75% as compared to EAPC. This
decline occurs due to the one-time network topology
established process and scheduling algorithm of the CHs
selection. This leads to the minimization of the excessive
message exchange in the networks.

5.5. Data Transmission Latency. DTL is the time needed to
transmit data from SNs to BS through the MS. It is computed
by summation of the overall time mandatory to visit each
RVP hovering locations and gathering the data from each
CH. So, selecting the optimal number of RVPs leads to
reducing the DTL. As a result, the reliability and overall
performance of the networks are improved.

Let v denoting the MS speed and Ty, denoting the MS
hovering time at RVP location r; € &. The data transmission
latency, DTL, consists of two components: (1) the overall MS
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FIGURE 11: Data transmission latency in seconds versus the number
of deployed SNs, N.

trajectory time (p; +p, +...+pg) X v, where p;€P and
j=1,2,3,...,K and K is the number of clusters generated
by the K-mean algorithm. (2) The amount of time due to the
MS spent hovering over each RVP location r; € . Conse-
quently, the DTL can be given as follows:

1

K ||
i=1 i=1

Figure 11 illustrates the vast noticeable reduction of the DTL
among the proposed scheme and the remaining algorithms.
The amount of DTL increases as the number of sensors
increases. When 100 sensors are used, the proposed scheme
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is reduced up to 15.3% as compared EEMSR, up to 72.5%
compared to GTA-BE, up to 75.5% compared to BIIE, up to
87.9% compared to GA-SMT, up to 81.5% compared to
EAPC. This reduction is achieved due to two main reasons.
First, selecting the optimal number of RVPs. Second, the
positions of RVPs are designed to allow MS to serve four
CHs at each move. In other algorithms, each RVP is selected
to serve one CH. So, the proposed scheme overcame the
compared algorithms and its MS become able to accomplish
the data gathering process in a more convenient time.

According to the aforementioned network model, the
intended geographic area is divided into equal-sized clusters
based on the range of these similar sensors. In addition, each
cluster’s members perform their task independently to other
cluster’s members. Thus, the scalable of WSN is simply pos-
sible by employing additional number of clusters to cover the
extended area. Each of additional clusters will supply by an
excess number of required SNs. This scalability may cause an
increasing in path trajectory of the MS when move to gather
the aggregated data from the CHs of different clusters. The
lengthen path may cause bad effect on the delay bound of the
collected data. However, this problem can be avoided by
assigning more than MS with different path. This mean the
whole area is portioned into more than section. Each section
has its own MS and each MS has its own path. So, the
architecture of the proposed scheme can be designed to be
flexible and scaled to large numbers of nodes. This allows an
easy adaptation to different environments and tolerating an
extensive data collection and monitoring in a wide range of
applications.

5.6. Throughput Analysis. The network throughput is char-
acterized as the proportion of the aggregate packets received
by the BS to the total number of packets aggregated at the
CHs and transmitted to the MS at RVPs [23]. Figure 12
illustrates the mean throughput of the proposed scheme in
comparison to other state-of-the-art algorithms. The X-axis
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represents the total SNs while the Y-axis signifies the overall
percentage of the average throughput over 5,000 rounds. From
the figure, we note that the proposed scheme exhibits an
enhanced average throughput, surpassing EAPC, GA-SMTBIIE,
BIIE, GTA-BE, and EEMSR by 60.27%, 54.1%, 45.45%, 36.9%,
and 4.9%, respectively. The proposed scheme consistently
demonstrates commendable average throughput throughout
the majority of rounds. This is deduced due to the equilibrium
in energy consumption across each SN over the network’s
lifespan that ensures each SN preserves its residual energy for
an extended duration.

5.7. Statistical Analysis. The one-way analysis of variance
(ANOVA) is a statistical analysis widely employed across
diverse fields such as psychology, biology, sociology, and
business [41, 42]. It is utilized to ascertain whether there are
any statistically significant differences between the means of
one or more independent (unrelated) groups [43, 44]. In this
paper, we conduct a one-way ANOVA test on the sample data
generated by both the proposed algorithm and state-of-the-art
algorithms, including EEMSR, GTA-BE, BIIE, GA-SMT, and
EAPC. To conduct the test, we have taken into account
performance metrics such as stability period, network lifetime,
average energy consumption, communication MO, DTL, and
throughput. Additionally, we utilize the same parameters as
depicted in Table 3.

The ANOVA test determines whether the null hypothe-
sis Hy (which suggests that the means of the given algorithms
are the same) can be rejected, thereby accepting the alterna-
tive hypothesis H; (indicating that the means of the algo-
rithms are significantly different), or whether H, is accepted
and H, is rejected [44]. Let the null hypothesis be as follows:

H, *Hproposed — MEEMSR — HGTA-BE — MBIIE = HGA-SMT — HEAPC>
(27)

H, *Hproposed # HEEMSR 7 HGTA-BE 7 MBIE 7 HGA-SMT 7 HEAPC
(28)

where p, represents the mean of algorithm x. The ANOVA
table provides a comprehensive summary of various statistical
measures including sources of variation, sum of squares SS,
degrees of freedom df, mean squares MS, F-statistical value
(F,), p-value (p,) and F-critical value (F,). It delineates three
primary sources of variation: between-group variation, which
accounts for differences between group means; within-group
variation, reflecting differences within each group; and total
variation, representing the overall variability in the dataset.
The value of significance level is considered as, a =0.05.

Typically, if the p, is less than the chosen significance
level @ and the F; exceeds the F,, then the null hypothesis H,
in Equation (27) is rejected, and the alternative hypothesis
H, in Equation (28) is accepted. Otherwise, H is accepted,
and H, is rejected. Therefore, we encounter the following
two conditions:
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TasLE 4: Results of ANOVA test.
(a) Stability period
Source of variation SS df MS F, Py F.
Between groups 4.08E + 07 5 8.16E + 06 106.47 1.42E-15 2.621
Within groups 1.84E + 06 24 7.66E + 04 — — —
Total 4.26E +07 29 — — — —
(b) Network lifetime
Source of variation SS df MS F; Dy F,
Between groups 3.56E +08 5 7.13E+07 57.01 1.56E —12 2.621
Within groups 13.00E + 07 24 1.25E+06 — — —
Total 3.86E+08 29 — — — —
(c) Average energy consumption
Source of variation SS df MS F, Py F,
Between groups 7.41E + 04 5 1.48E + 04 21.18 3.89E—-15 2.621
Within groups 8.40E + 04 120 7.00E +02 — — —
Total 1.58E+05 125 — — — —
(d) Communication message overhead
Source of variation SS df MS F, Dy F,
Between groups 2.43E+05 5 4.85E +04 0.80 0.56 2.621
Within groups 1.46E + 06 24 6.10E+ 04 — — —
Total 1.71E+ 06 29 — — — — —
(e) Data transmission latency
Source of variation SS df MS F, Dy F.
Between groups 473E+04 5 9.45E+03 23.773 1.42264E — 08 2.621
Within groups 9.54E +03 24 3.98E+02 — — —
Total 5.68E + 04 29 — — — —
(f) Throughput
Source of variation SS df MS F, Py F.
Between groups 1.66E + 04 5 3.32E+03 148.590 3.06017E — 17 2.621
Within groups 536.255 24 22.344 — — —
Total 1.71E 404 29 — — — —
TasLe 5: Tukey’s HSD test results: stability period.
Stability period
Treatments pair Tukey HSD Q statistic Tukey HSD p, Tukey HSD inference Null hypothesis
Proposed vs. EAPC 26.731 0.0010053 p,<0.05 Reject
Proposed vs. GA-SMT 24.065 0.0010053 p,<0.05 Reject
Proposed vs. BII E 22.4493 0.0010053 p,<0.05 Reject
Proposed vs. GTA-BE 19.8641 0.0010053 p,<0.05 Reject
Proposed vs. EEMSR 9.2001 0.0010053 p,<0.05 Reject

(1) Condition 1: Reject Hy and accept H,, if p,<a and
F,>F,.

(2) Condition 2: Accept H and reject Hj, if condition 1
is not satisfied.

The ANOVA results, displayed in Table 4, outline the per-
formance of six different algorithms across multiple metrics:
stability period, network lifetime, average energy consumption,
communication MO, DTL, and throughput. Notably, five of
these metrics meet Condition 1, leading to the rejection of the

null hypothesis. However, for communication MO, the null
hypothesis is accepted. This suggests that there is a significant
difference between at least one of the means of the algorithms.
However, without further information, it remains unclear which
specific algorithm or algorithms contribute to this distinction,
highlighting the necessity for Tukey’s honest significant differ-
ence (HSD) test [41]. Tables 5-9 present the results obtained
from conducting the Tukey’s HSD test. Upon thorough exami-
nation of these tables, it becomes apparent that the “reject” value
in the last column for each scenario signifies the rejection of the
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TasLE 6: Tukey’s HSD test results: network lifetime.

Network lifetime

Treatments pair Tukey HSD Q statistic Tukey HSD p, Tukey HSD inference Null hypothesis
Proposed vs. EAPC 19.6253 0.0010053 p,<0.05 Reject
Proposed vs. GA-SMT 18.2253 0.0010053 p,<0.05 Reject
Proposed vs. BII E 16.2654 0.0010053 p,<0.05 Reject
Proposed vs. GTA-BE 15.1654 0.0010053 p,<0.05 Reject
Proposed vs. EEMSR 7.5455 0.0010053 p,<0.05 Reject
TaBLE 7: Tukey’s HSD test results: average energy consumption.
Average energy consumption
Treatments pair Tukey HSD Q statistic Tukey HSD p, Tukey HSD inference Null hypothesis
Proposed vs. EAPC 11.7877 0.0010053 p,<0.05 Reject
Proposed vs. GA-SMT 10.8945 0.0010053 p,<0.05 Reject
Proposed vs. BII E 10.3586 0.0010053 p,<0.05 Reject
Proposed vs. GTA-BE 9.4817 0.0010053 p,<0.05 Reject
Proposed vs. EEMSR 5.4461 0.0025754 p,<0.05 Reject
TaBLE 8: Tukey’s HSD test results: data transmission latency.
Data transmission latency
Treatments pair Tukey HSD Q statistic Tukey HSD p, Tukey HSD inference Null hypothesis
Proposed vs. EAPC 13.4264 0.0010053 p,<0.05 Reject
Proposed vs. GA-SMT 10.4662 0.0010053 p,<0.05 Reject
Proposed vs. BII E 9.0757 0.0010053 p,<0.05 Reject
Proposed vs. GTA-BE 7.43867 0.00300533 p,<0.05 Reject
Proposed vs. EEMSR 3.4467 0.183274 Insignificant Accept
TasLE 9: Tukey’s HSD test results: throughput.
Throughput
Treatments pair Tukey HSD Q statistic Tukey HSD p, Tukey HSD inference Null hypothesis
Proposed vs. EAPC 28.6979 0.0010053 p»<0.05 Reject
Proposed vs. GA-SMT 25.7781 0.0010053 p,<0.05 Reject
Proposed vs. BII E 21.6904 0.0010053 p,<0.05 Reject
Proposed vs. GTA-BE 17.6557 0.00300533 p,<0.05 Reject
Proposed vs. EEMSR 2.0364 0.6809685 Insignificant Accept

null hypothesis. This leads us to confidently affirm that our
proposed algorithm exhibits statistical significance, showing
notable differences from the other algorithms. However, it is
paramount to underscore that while the proposed algorithm
yields enhancements in throughput and latency by 4.9% and
15.3%, respectively, in comparison with the EEMSR algorithm
as delineated in Sections 5.5 and 5.6, this advancement is deemed
statistically insignificant, as evidenced by Tukey’s honestly sig-
nificant difference (HSD) test, as elucidated in Tables 8 and 9.

6. Conclusion

This paper introduces an intelligent energy-efficient data
routing scheme for WSNs utilizing MS. The operations of

the proposed scheme are performed in two successive modes:
configure and operational modes. The configure mode includes
cluster construction, TDMA scheduling, and CHs selection. The
self-encoding module in each SN is used to pick the CH in
operational mode without any communication between the
CMs within each cluster. For the MS-based data routing, the
optimal number of RVPs is selected, from which the MS’s best
path is determined using K-mean clustering and GAs. Simula-
tions and analysis have been implemented to confirm the effec-
tiveness of the proposed scheme. The simulation results
guarantee that the offered scheme is more efficiently than the
current state-of the-algorithms such as GTA-BE, BIIE, GA-
SMT, EAPC, and EEMSR in terms of the stability period, net-
work lifetime, average energy consumption, DTL, MOs, and the
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average of throughput. The findings are further supported by
statistical validation through hypothesis testing and Tukey’s
honest significant difference analysis.

The implementation of the proposed scheme may
depend on the environment of the intended scenario. For
instance, scenarios of monitoring border’s activities or traffic
monitoring may need to specified knowledge and proficiency
to determine the appropriate locations for the WSN. One of
the implications affects these scenarios is interference with
signals of other wireless sensor devices. This causes a bad
influence on network performance and reliability. In future
work, we aim to enhance the proposed scheme to handle
scalability and obstacles issues. In addition, we investigate
the deployment of multiple MSs simultaneously in large scale
to cover different areas.
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